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The Centre for International Governance Innovation 
(CIGI) and Defence Research and Development 
Canada (DRDC) hosted a series of interactive 
virtual workshops on using artificial intelligence 
(AI) to address defence and security challenges 
and opportunities. The aim of this workshop series 
was to bring together experts from the Canadian 
innovation ecosystem in AI, the Department of 
National Defence (DND) and the Canadian Armed 
Forces (CAF) to exchange perspectives on the 
impact of the development and adoption of AI for 
defence and security, to inform DRDC’s strategic 
science and technology and innovation programs, 
and to contribute to the development of DND 
and CAF’s AI strategy. This workshop series was 
divided into three thematic areas: AI and semi-
autonomous systems, AI and cybersecurity, and 
enabling pan-domain command and control. 
These sessions were interactive and used an 
ideation approach, meaning they were designed 
to generate both ideas and potential solutions, 
and to equip participants with the necessary 
information to make decisions about the shape 
and direction of the future usage of AI within 
the military and national defence and security 
spheres. This special report serves as a summary 
of these discussions, while also drawing on the 
policy, regulation, diversity and ethical dimensions 
of adopting AI in this field of application.
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Executive Summary 
Technology is fundamentally changing the 
nature of national defence. From revolutionary 
advancements in artificial intelligence (AI) 
and machine learning to rapid innovation in 
quantum computing, robotics and space-based 
telecommunications, military defence planning 
is evolving. Harnessing science and technology 
to advance command-and-control (C2) systems 
across the Department of National Defence (DND) 
and the Canadian Armed Forces (CAF) is critical 
to maintaining the defence of North America.1

The defence of North America remains a key 
priority for Canada and the United States as 
highlighted in Strong, Secure, Engaged: Canada’s 
Defence Policy (National Defence 2017) and the 
US National Defense Strategy (US Department 
of Defense [DoD] 2018) and by the US National 
Security Commission on Artificial Intelligence 
(2021). Notwithstanding the fact that our current 
systems and approach to the defence of North 
America have kept Canada and the United States 
safe for many years, they are increasingly outdated 
in the face of new and emerging threats. 

As a recent report prepared for the DoD explains, 
technological change is reinforcing time 
compression between an operational commander’s 
identification of a need or opportunity and the 
delivery of a solution to warfighters (Modigliani 
et al. 2020). In the digital age, militaries are 
now challenged to move faster and make better 
decisions even as the timescale between idea and 
initial operational capability begins to shrink. 

Today’s security threats continue to blur the 
traditional distinctions between land, sea, 
air, cyber, space and information domains — 
even as technology erodes the advantage that 
geography once provided. The application of 
AI and autonomous systems to battlefield 
situational awareness and precision-guided 
weapons systems represents a paradigm shift 
in the evolution of military technologies.2

Notwithstanding the fact that technological 
innovation has always shaped the nature of war, the 

1 See www.ourcommons.ca/Committees/en/NDDN/StudyActivity?studyActivityId=8818485.

2 Significantly difficult to detect and defend against, hypersonic weapons and their high-speed manoeuvring severely shorten the time it takes to reach their 
target, negatively impacting the overall ability to predict target behaviour when compared to current cruise and ballistic missiles.

scale and velocity of contemporary technological 
change are unprecedented. Together, autonomous 
drones, augmented human-machine teaming 
and satellite-mediated telecommunications are 
increasingly becoming the basis for modern 
military systems. Together, the rise of a multipolar 
order and a growing market in digitally augmented 
weapons (Public-Private Analytic Exchange 
Program 2019) have begun to strategically 
reconfigure the nature of national security. 

Beyond the era of Western predominance, Asia 
is returning to the patterns of commerce and 
cultural exchange that thrived long before the 
age of modernity (Romei and Reed 2019). The 
growing rivalry between the United States and 
China overlaps a shift in the world’s geopolitical 
centre of gravity as changes in the global economy 
increasingly favour Asian markets. If the nineteenth 
century belonged to Europe and the twentieth 
century to the United States, then the twenty-first 
century now belongs to Asia and especially China. 

Indeed, the events unfolding in Ukraine signal 
a turning point in the history of great power 
competition. Russia’s invasion of Ukraine 
underscores a changing geopolitical landscape as a 
polycentric system begins to take shape. Together, 
Russia’s regional ambitions and China’s economic 
ascendance are upending the strategic architecture 
of Eurasia in reconfiguring the global order. 

What we may be witnessing is a new geopolitical 
configuration. China’s ambitious Belt and 
Road Initiative has the potential to unify what 
geopolitical strategist Halford Mackinder 
described in 1904 as the “World-Island” (Afro-
Eurasia or Africa, Europe and Asia) (see Figure 1). 
As Mackinder observed, the rise of every global 
hegemon over the past 500 years has been possible 
because of a dominance over Eurasia (McCoy 2021).

We face a new historical moment as great power 
rivalry and accelerating technological change 
combine to reshape the global order. Together, 
the convergence of geopolitical frictions in 
global trade and a protracted conflict between 
the North Atlantic Treaty Organization (NATO) 
and Russia suggest a new and different risk 
environment. The application of commercial 
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algorithms and off-the-shelf software ensures 
that technologies that build on autonomous 
systems and AI raise the spectre of protracted 
cyberwar even as cybercriminals and state-
sponsored actors leverage data and communication 
networks to attack nonconventional targets. 

DND/CAF recognizes that a new technological era 
marked by shifting innovation and a changing 
geopolitical landscape is now taking shape. In 
June 2017, DND/CAF released its defence policy, 
Strong, Secure, Engaged, with the understanding 
that much of Canada’s tactical advantage is due to 
“agile information management and technology 
tools.”3 With a strategic focus on advancing a 
range of information technologies including 
data analytics, deep learning and autonomous 
systems, Strong, Secure, Engaged outlines a number 

3 See www.canada.ca/en/department-national-defence/corporate/reports-publications/data-strategy/introduction.html.

4 The three pillars are: “strong at home, its sovereignty well-defended by a Canadian Armed Forces also ready to assist in times of natural disaster, other 
emergencies, and search and rescue; secure in North America, active in a renewed defence partnership in NORAD and with the United States; [and]
engaged in the world, with the Canadian Armed Forces doing its part in Canada’s contributions to a more stable, peaceful world, including through peace 
support operations and peacekeeping” (National Defence 2017, 14).

of priorities and defines key pillars4 supporting 
Canada’s strategic vision on national defence. 

Consistent with Strong, Secure, Engaged, Defence 
Research and Development Canada (DRDC) and the 
Centre for International Governance Innovation 
(CIGI) co-organized a nationwide workshop series 
to examine Artificial Intelligence for Defence 
and Security in the context of Canadian national 
security. This initiative was specifically aligned with 
the growing focus on data across the Government 
of Canada as seen in the Report to the Clerk of the 
Privy Council: A Data Strategy Roadmap for the 
Federal Public Service (Government of Canada 2018). 

The workshop series hosted a variety of speakers 
to advance a better understanding of the resources 
and expertise needed to manage next-generation 
military operations across three broad themes:

Figure 1: The World-Island

Source: https://en.wikipedia.org/wiki/The_Geographical_Pivot_of_History#/media/File:Heartland.png.
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 → AI and semi-autonomous systems,

 → AI and cybersecurity, and

 → enabling pan-domain C2.

Aimed at strategically engaging the Canadian 
innovation ecosystem, the workshop provided a 
space for experts to engage in a discussion on the 
challenges presented by AI to Canadian national 
defence. Initiated by the DRDC Directorate of 
Partnership Strategies, the workshop program was 
managed by CIGI over the course of fall 2021 and 
winter 2022. Participants included key stakeholders 
from DND/CAF, the Government of Canada and 
leading institutions supporting research on AI. 

Focused on understanding the requirements 
involved in developing and implementing a 
trusted, explainable AI for military operations, the 
workshop examined a host of issues, including 
data quality assessment, data format, data sharing, 
bias mitigation, human-machine teaming and the 
ethics of autonomous systems. This special report 
builds on the workshop series and offers specific 
recommendations for advancing Canadian military 
planning. It is designed to provide an analytical 
framework for understanding the impact of AI 
on national defence over the coming decade. 
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Introduction
Strategic prospects for sustaining military 
preparedness are now directly tied to the 
development and application of emerging and 
disruptive technologies (EDTs). From AI and 
robotics to fifth-generation (5G) telecommunication 
networks and the Internet of Things (IoT), many 
of the key innovations now set to catalyze 
military development have a science and 
technology nexus. Taken as a whole, these frontier 
technologies represent an enormous economic 
and security transformation that is reshaping the 
commanding heights of the global economy. 

While our current military systems and approach to 
the defence of North America have kept Canadians 
safe from harm, many of these systems are now 
outmoded in the face of new and emerging threats. 
Technology is eroding the advantage that geography 
once provided for the security and defence of 
Canada from adversaries overseas. Indeed, where 
nuclear warheads remain a singular application 
of technology, AI is capable of underwriting 
many different types of weapons and systems.

While we often understand EDTs in terms of 
linear development, the reality is that innovation 
across a global market now follows an exponential 
curve (National Intelligence Council 2021). 
Together, neuroscience, quantum computing and 
biotechnology are advancing quickly and represent 
uncharted territory in the long-term evolution of 
military technologies. This transition portends a 
dramatic shift away from rudimentary machines 
and toward data-driven technologies and precision 
electronics. Given this accelerating innovation, 
DND/CAF now faces a transformation in military 
technologies that is difficult to overstate. 

At the centre of this enormous transformation 
are AI and machine learning. As the DND/CAF 
data strategy observes,5 traditional military 
platforms (ships, tanks and planes) are now 
data platforms for capturing, creating and 
using large volumes of data. AI is essentially a 
“learning engine” that relies on the constant 
feed of massive amounts of data in support of 
machine-learning algorithms. As these learning 

5 See www.canada.ca/en/department-national-defence/corporate/reports-publications/data-strategy/data-strategy.html.

6 NORAD is a binational military command responsible for aerospace warning, aerospace control and maritime warning. As a binational command, the 
NORAD commander is appointed by and responsible to the heads of government of both Canada and the United States.

engines proliferate, the digital ecosystems they 
depend on are becoming critical to reorganizing 
mass industrial systems and personnel. 

In response to the need for military transformation, 
Prime Minister Justin Trudeau has directed 
the minister of national defence to “continue 
Canada’s strong contributions to the North 
Atlantic Treaty Organization (NATO) and work 
with the United States to ensure that the North 
American Aerospace Defense Command (NORAD) 
is modernized to meet existing and future 
challenges, as outlined in Strong, Secure, Engaged” 
(Office of the Prime Minister 2019). More recently, 
in the “Roadmap for a Renewed U.S.-Canada 
Partnership” (February 2021), Prime Minister 
Trudeau and US President Joe Biden agreed to 
expand cooperation on continental defence and in 
the Arctic, including the modernization of NORAD.6 

What is clear is that a changing technological 
landscape signals the need for close collaboration 
between Canada and its NATO allies. Fortunately, 
Canada has many strengths with regard to AI. 
A recent study by Global Advantage Consulting 
Group (2021) contained the following conclusions:

 → Canada has a strong AI talent pipeline, 
including 47 major higher-education 
institutions offering AI-specific programs 
and/or courses, and world-class AI institutes 
serving as anchors for future development. 

 → As of January 2022, $1.1 billion in 
government grants and contributions 
have been awarded across Canada.

 → In 2021, Canada ranked seventh in terms 
of AI publications globally (however, it 
ranked only fifteenth in patent outputs). 

 → Of the identified 543 AI firms in Canada, 47 are 
already involved in AI for defence and security, 
including supplying the Government of Canada, 
while the products and services of another 
54 can potentially find defence application. 

 → Canada has the foundations and fundamentals 
to be a significant player in AI for defence 
and security; however, since 2018, 187 AI 
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companies have permanently closed or 
have been acquired by foreign firms. 

The Defence of North 
America
Technological innovation enables ever-more 
powerful innovation to emerge on top of previous 
generations of science and technology, much like 
sedimentary layers. And as each new substrate 
of innovation builds on the last, new disruptive 
technologies take root. Today, a vast creative 
explosion in commercial applications overlapping 
robotics, autonomous systems, renewable energy 
infrastructure, space-based telecommunications 
and commercial AI is reshaping the global order. 
As these technology building blocks continue 
to underwrite the convergence of human and 
machine intelligence, they are beginning to 
reshape the fabric of modern militaries as well. 

In response to this changing threat environment, 
DND/CAF has begun a long-term process 
of integrating frontier technologies into 
Canadian military operations. This process 
includes expanding and evolving DND/CAF 
by incorporating next-generation surveillance 

aircraft, remotely piloted systems and space-
based assets in the integration of new military 
platforms (National Defence 2017, 77).

NORAD remains the cornerstone of Canadian 
national defence, providing both the United 
States and Canada with a broad mandate on 
continental security (see Figure 2). As the “Joint 
Statement on Norad Modernization” (National 
Defence 2021) explains, a changing security 
landscape necessitates a shared commitment to 
modernizing, improving and better integrating 
the capabilities required for NORAD to maintain 
persistent awareness in understanding new 
potential threats to North America.

Canada continues to be a technology leader, 
but global markets in frontier technologies are 
shifting. In fact, the pace of innovation itself 
now demonstrates a rate of change that is not 
constant but accelerating. Part of the explanation 
for this acceleration is the capacity of digital 
technologies to support lateral scaling networks 
across a global telecommunication infrastructure. 
Extensive global cooperation among academic 
researchers, leading commercial enterprises and 
industry clusters means that advancements in 
AI and machine learning now diffuse globally. 

Figure 2: The NORAD and US Northern Command Strategy

All-domain awareness: This is created through a layered sensing grid (network of all-domain sensors and 
systems) that provides persistent and complete situational awareness, from subsurface to space and cyberspace. 

Information dominance: Effective information dominance systems must ingest, aggregate, process, display 
and disseminate data quickly and reliably by leveraging the potential of AI and machine learning. The data 
needs to be shared across domains, across classification, with partners and allies and brought into a cloud-
based computing environment to enable decision superiority. Experiments such as the Global Information 
Dominance series are useful to test and validate pan-domain situational awareness and identify what is possible 
and what needs to be improved.

Decision superiority: This aims to give senior leaders the options they need for deterrence and de-
escalation. Efforts should be made to identify early indications and warnings, pattern of life and weak signals. 
Relying on endgame, kinetic defeat mechanisms is a losing strategy and must be avoided using all levers of 
influence.

Global integration: Potential adversaries’ actions are global in nature and require global and all-domain 
awareness, options, actions and effects. Global options, strategies and plans need to be developed to achieve 
integrated deterrence.    

Source: Author.
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Science and 
Technology in a 
Changing Multipolar 
Order
Beyond purely extractive systems of production 
(coal, oil, gas, livestock, raw materials), we are 
now moving into a world that is increasingly 
focused on leveraging building blocks for creative 
innovation (protons, electrons, quantum bits, 
DNA and new materials). Where industry leaders 
in the twentieth century (for example, Chevron, 
ExxonMobil, General Motors, IBM) oversaw the rise 
of a mass industrial society, so industry leaders 
of the twenty-first century (Alphabet, Amazon, 
Google, Baidu, Tesla) are now catalyzing an 
economy and society driven by AI and robotics. 

Militaries around the world are investing enormous 
sums in the development and adoption of AI-
enabled capabilities. Against the backdrop of great 
power rivalry and a changing multipolar order, AI 
has emerged as a particular focus of competition. 
Indeed, strategic planning around AI (see 
Figure 3.1 in Berryhill et al. 2019, 74) now defines 
contemporary efforts at security modernization 
(Congressional Research Service 2020). 

Competition across a changing multipolar order is 
accelerating the pace at which governments invest 
in AI research — particularly machine learning. 
In the past, the convergence of steel, rubber and 
the internal combustion engine combined to 
remake transportation and the design of cities; 
today, AI and robotics promise to reshape the 
nature of national defence and security. China, 
Russia, the United States and other state and 
non-state actors are aggressively pursuing 
the military application of AI and robotics. 

China, in particular, hopes to lead the world 
in AI by 2030 and expects to widen its lead in 
the industrialization of AI by harnessing the 
country’s massive abundance of data (Lucas 
and Feng 2017; Lee 2018). Given the seemingly 
unlimited scale and scope of Chinese data, the 

7 AI systems are made possible by research and innovation in machine vision, natural language processing, robotics, autonomous and multi-agent systems, 
knowledge representation and reasoning, machine learning, deep learning, mathematics and statistics, neural networks and neuroscience. This field overlaps 
academic disciplines that include computer vision, natural language processing, robotics, autonomous and multi-agent systems, knowledge representation 
and reasoning, machine learning/mathematics, neuroscience and computer science.

rapid rise and trajectory of Chinese AI will be 
critical to the evolution of Chinese military 
technologies (Kania 2017). To be sure, China’s 
national agenda for military-civil fusion (军民融
合) portends a new era in military innovation. 

Semi-autonomous 
Systems and AI
AI might be best defined as tasks performed by 
machines that are designed to mirror human 
intelligence.7 The field of AI research began in the 
1940s, but the explosion of interest in AI only 
gathered pace as increases in computer processing 
power and improvements in software algorithms 
began to converge. As a subset of AI, machine 
learning represents the most prominent application 
of AI (see Figure 3). Machine learning uses 
statistical techniques to enable machines to “learn” 
without explicit instruction, generating many 
applications and services that improve automation 
across a range of analytical and physical tasks. 

The application of AI to military planning has 
become a major priority for the vast majority of 
states today. In fact, the application of technology 
to war is rooted in a long history of military 
innovation. Horses and armour powered feudal 
kingdoms, and steel and gunpowder galvanized the 
rise of nation-states. Now, AI and robotics represent 
a new phase in the evolution of a multipolar order. 
Data-driven technologies that build on AI are now 
ubiquitous, transformational and omnipresent 
in modern societies and our everyday lives. 

In the military domain, three centres of AI 
leadership have emerged across the global security 
landscape: China, Russia and the United States. In 
fact, all three countries are competing to capitalize 
on AI for relative advantage given its potential 
military application — from cyber defence, 
intelligence, surveillance and reconnaissance to 
logistics and medicine. Annual global investments 
in AI are expected to jump from US$85 billion 
in 2021 to more than US$204 billion by 2025. 
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AI is expected to improve military capabilities 
across a range of fields and domains, including: 

 → image and pattern recognition (for 
example, threat identification);

 → event and anomalous behaviour detection; 

 → data fusion and classification;

 → cybersecurity (defensive and 
mitigation measures);

 → autonomous system control 
(single platform or swarms);

 → autonomous convoy and resupply 
(self-driving vehicles);

 → human systems performance (gait 
learning, personalized training);

 → natural language processing 
and text classification;

 → automated reasoning/inference for intelligence;

 → recommender systems (risk assessments);

 → smart virtual personal assistants;

 → cognitive electronic warfare; and

 → medical diagnostics.

As a “general purpose technology” (GPT) 
(Jovanovic and Rousseau 2005), AI represents 
a force multiplier with a capacity to transform 
not only national defence systems but also 
agriculture, communications, transportation 
and health-care systems. Indeed, GPTs have a 
capacity to reconfigure the shape and contours 
of societies as a whole, dramatically altering 
their pace and organization. The term itself 
refers to innovations that trigger widespread 
technological development beyond their initial 
application (Bresnahan and Trajtenberg 1995). 

The impact of AI and machine learning on the 
speed, scale and scope of war should not be 
underestimated. Much like other GPTs (electricity, 
fossil fuels and the steam engine), AI has a 
capacity to profoundly reshape the nature of 
conflict. Unlike a human army, a computer 
provides a direct application of human demands, 
providing a perfect tool for nation-states, 
rogue states and terrorists alike to weaponize. 
Software can work at much faster timescales 
across virtually unlimited networks and, for 

Figure 3: The Layers of AI

Artificial Intelligence

Machine Learning

Deep Learning

Source: Author.
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this reason, strategic planning will need to be 
highly calibrated to data-driven systems.

Platform Digitalization and 
the Value of Coordination 

Beginning with network-centric US military 
operations in the 1990s, digital technologies 
have become the basis for advanced weapons, 
tactics and strategy. From battlefield situational 
awareness and autonomous weapons to 
precision-guided munitions and machine-
driven psychological operations, cyber 
is moving war into the network era. 

Much as in the private sector, software is 
transforming government and the military as well 
(Andreessen 2011). Data is now the lifeblood of all 
operational domains. In a digitized battlespace, 
every soldier, platform and resource is now a node 
within a complex military network. Where layers of 
human bureaucracy once coordinated the industrial 
era, digital platforms and data-driven applications 
are now central to a rising multipolar order. 

Building on satellite applications, 5G 
telecommunications and cloud computing, 
information systems now easily and efficiently 
collect, transmit and process massive amounts 
of data, providing real-time analytics in support 
of both advanced and mundane military 
operations. As states rush to develop secure 
platforms and operating systems to reduce the 
threat of cyberattack, governments are now 
focused on a new era of military modernization.

In the United States, DoD has already begun the 
comprehensive process of integrating the US 
military across a commercial cloud platform. 
Working with the country’s largest cloud service 
providers (Amazon, Microsoft, Google), DoD has 
begun developing what it calls the Joint Warfighting 
Cloud Capability (JWCC). Replacing the previously 
planned Joint Enterprise Defense Infrastructure 
system, JWCC is envisioned as a multi-cloud 
architecture supporting the entire US military. 
Spanning the full scope of DoD operations at all 
security levels, JWCC is expected to modernize the 
US military, including its procurement systems. 

8 See Thales (2021). 

NATO itself has selected the French multinational 
Thales8 to provide its first defence cloud 
infrastructure. Supporting a fully certified solution 
for end-to-end connectivity, the Nexium Defence 
Cloud is expected to analyze and share data in 
real time from a command centre to the theatre of 
operations, both accelerating the decision cycle and 
accommodating various levels of classification. 

Networked platforms are now critical to multi-
domain operations across NATO countries. 
The increasing dimensionality of war means 
that the large number of actors involved, the 
vast quantities of data to be acquired and 
digested, the number of lines of authority to 
work across, and the considerable number 
of actions and effects to consider, requires 
extensive algorithm-driven augmentation. 

Unfortunately, Canada has no enterprise-wide 
architecture for managing military digitalization 
across DND/CAF. Nor does it have a strategic model 
for managing investments in the application of 
technology at an enterprise level. From strategy 
to communications to logistics to intelligence, 
digital platforms are now fundamental to 
orchestrating complex military operations. This 
includes coordinating air strikes, piloting drones, 
digesting real-time video of the battle space 
and managing highly complex supply chains. 

A national cloud platform to modernize DND/ CAF 
will be critical to integrating DND/ CAF with its 
US and NATO partners. Digital platforms now 
underwrite communication, data processing 
and information sharing on a global basis. 
Enterprise-scale networks make it possible to 
visualize and coordinate highly varied resources 
across complex organizational environments. 
In the context of data, for example, the data 
needed to fuel AI and other digital technologies 
will remain siloed and inaccessible without the 
development of a national cloud infrastructure. 

Challenges confronting DND/CAF include: 

 → inadequate data standards and a fractured 
and siloed governance framework; 

 → high volumes of data, and compressed 
analysis and decision cycles; and
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 → a lack of interoperability between 
government departments and allied 
networks, representing real and significant 
impediments to modernizing DND/CAF. 

Given the size and scope of the Canadian defence 
enterprise, a strategic approach to modernizing 
DND/CAF will mean leveraging the enormous 
resources that digital technologies provide. 
Compressing timescales across contracting, 
acquisition, task orders and funding is critical 
to contemporary military modernization. Any 
DND/ CAF strategy that seeks to leverage AI should 
endeavour to develop a national cloud ecosystem. 

This includes platforms that bridge cross- sectional 
networks in order to support lateral scaling 
and working environments that:

 → improve data architecture; 

 → augment data governance; 

 → accelerate sensor networks; 

 → promote better information technology; 

 → ensure more advanced interoperability; and 

 → implement advanced security measures. 

Augmenting the CAF:  
Semi-autonomous Systems and AI

Together, the combination of great power 
competition and accelerating technological change 
means that military modernization efforts today 
must be data-driven and strategic. Unlike past 
technological development (for example, atomic 
weapons or stealth aircraft), no country will 
have a monopoly on military AI. Indeed, given 
the fact that most technological progress in the 
development of AI is now driven by industry rather 

9 See https://en.wikipedia.org/wiki/Unmanned_combat_aerial_vehicle.

10 Drone swarm technologies can involve groups of micro/mini drones or UAVs, leveraging autonomous decision-making based on shared information. Indeed, 
contemporary military drones can already be designed to locate, identify and attack targets without a human in/on the loop.

11 See www.iai.co.il/p/harpy.

12 See https://dronewars.net/british-drones-an-overview/.

13 See https://dod.defense.gov/UAS/.

14 See https://drones.rusi.org/countries/israel/.

15 See https://cifar.ca/ai/.

than by government, future military technologies 
will be adaptations of commercial technologies. 

Militaries around the world are developing or 
procuring autonomous and semi-autonomous 
systems, including unmanned aerial vehicles 
(UAVs)9 that build on commercial algorithms 
(see Table 1). Using swarm techniques, for 
example, hundreds of unarmed drones can collect 
information from the field while guiding thousands 
more armed with various weapons (for example, 
firearms, artillery and/or munitions).10 In fact, 
the process of systematizing targeting cycles 
(finding, fixing, tracking, selecting and engaging 
a target) is becoming entirely commodified in 
the form of “fire-and-forget” technology.11 

Taken as a whole, the various drone programs that 
criss-cross Britain,12 the United States,13 Turkey, 
Israel,14 Russia and China represent the early 
stages of a robotics revolution in military AI that is 
highly dependent on corporate research. Loitering 
munitions, for example, are not new, but recent 
innovations in machine learning are enabling the 
application of lethal autonomous weapons systems 
(LAWS) on a much larger scale. Unlike industrial-
era military technologies (munitions, armoured 
vehicles, aircraft), drones can be acquired at low 
cost and require relatively little technical skill 
(Bergen, Salyk-Virk and Sterman 2020) even as 
they generate equal if not greater kinetic force. 

Alongside large global technology companies, a 
wide range of commercial and academic research 
clusters are incubating a new generation of 
commercial AI (Li and Pauwels 2018). Fortunately, 
Canada has been a leader at the forefront of AI 
research and continues to nurture a strong AI 
ecosystem through several programs under the 
Pan-Canadian AI Strategy.15 Canada’s 2021 federal 
budget earmarked $444 million over 10 years 
to advance research and development, foster 
talent and promote leadership in AI. At the same 
time, Canada has struggled in the application 
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of AI. The number of Canadian AI patents, for 
example, has been dropping steadily over the 
past 10 years (see Figure 4). In fact, since 2018, 
the number of AI patents published in Canada 
has halved. This trend will need to be reversed.

Notwithstanding the fact that Canada has a 
vibrant innovation ecosystem, there is a general 
lack of understanding about the nature of 
military procurement systems within Canadian 
commercial industry. This may partly explain the 
reluctance to invest and work in this area, but 
regardless of the reasons, the twentieth-century 
procurement processes designed for the acquisition 
of tanks and aircraft are simply no longer fit 
for purpose. The scale of change accompanying 
AI and other EDTs means that DND/CAF will 
need to redesign its procurement systems.

Canada now faces a generational challenge that 
is rooted in technological change. Building on 
the country’s robust technology sector, Canadian 
security and defence strategy should be refocused 
to leverage the country’s considerable technological 
prowess (Carson and Mersereau 2022). This includes 
autonomous space-based and subsea surveillance 
as well as a broad investment in Canada’s digital 
infrastructure and technology industries. Indeed, 
even as we harness Canada’s technological 
capabilities, we will need to safeguard Canadian 
intellectual property (Balsillie and Georgaras 2021).

Augmenting Canadian Intelligence

Given the scope of AI in fomenting changes in 
military technologies, it would be wrong to assume 
that we can simply maintain the systems and 
practices inherited from a previous generation. 
Digitization is now so pervasive that cyber (Adams 
2016) has become indispensable to Canadian 
transportation systems, water and power systems, 
electrical transmission grids, weapons systems, C2 
systems and routine everyday communications. 

As Greg Fyffe (2021) observes, the rise of AI as a tool 
of war overlaps a growing need to upgrade Canada’s 
national security architecture — particularly 
Canadian intelligence. In the digital age, war is 
knowledge based. Given the commercial nature 
of Canada’s digital ecosystem, the distinction 
between military and civilian infrastructure 
is now much less clear. Cyber continues to be 
a key target for potential adversaries, state 
proxies, criminal organizations and non- state 
actors alike. This includes surveillance (Stanley 
2012) and reconnaissance of communications, 
intelligence and sensitive information. 

As conflict expands into the information 
domain, Canadian military planning will need 
to significantly augment Canada’s intelligence 
capabilities. This includes defence against 
information/disinformation operations, cyber 

Table 1: Militaries Using Autonomous and Semi-autonomous Systems

Platform Countries

Harpy/Harop
Azerbaijan, China, Germany, India, Israel, 

Kazakhstan, South Korea, Turkey, Uzbekistan

Orbiter 1K Azerbaijan

CH-901, WS-43 China

Devil Killer South Korea

Coyote, Switchblade United States

Source: Author.
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operations, espionage, covert intelligence 
operations, and political or economic influence 
operations. Compounding cycles of technological 
change and the explosion of data, new skill 
sets and new data strategies are now critical 
to the evolution of military modernization. 

As Amy Zegart (2021) explains, technology is 
democratizing the nature of intelligence by 
dramatically expanding access to data and 
information. In fact, the majority of information 
driving strategic intelligence today is actually open-
source intelligence (OSINT) or in the public domain. 
Canada’s continued role in traditional alliances 
(NORAD, NATO and the Five Eyes16 community) 
remains the basis for national security. However, 
AI and other EDTs are fundamentally changing 
the nature of conflict. Modern militaries are now 
critically dependent on secure, timely and accurate 
data. But as data expands exponentially, digesting 
it becomes impossible. The explosion of a data-
driven economy has stimulated the need for new 
modes of analysis and new kinds of cyber tools. 

In the digital age, security and intelligence 
personnel require new platforms, new tools and 
new OSINT agencies that work across domains. 
AI can be particularly helpful in this regard. As 

16 The Five Eyes security alliance consists of Australia, Canada, New Zealand, the United Kingdom and the United States.

data grows in importance, so does adversarial 
competition across a vast digital landscape. AI 
and machine learning can dramatically improve 
Canada’s national intelligence capabilities by 
sifting through enormous troves of data. AI 
is not a silver bullet, but it will dramatically 
augment Canadian intelligence capabilities 
in terms of information management, data 
analytics and evidence-based decision making. 

Recommendations

 → Developing new platforms, new tools 
and new OSINT agencies that enable 
security and intelligence personnel to 
work across domains will be critical to 
pan-domain C2 in the digital era.

 → Redesigning DND/CAF procurement 
systems is critical to leveraging AI 
and other frontier technologies.

 → AI must be seen as a tool in modernizing 
Canada’s national security architecture, 
particularly Canadian intelligence.

Figure 4: Canada’s Ranking in AI Patents (2021–2022)
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Cybersecurity and AI
Conventional forecasts on technological change 
often assume that innovation replaces old 
technologies on a one-to-one basis. The reality 
is that general-use technologies such as AI and 
machine learning tend to disproportionately replace 
old systems with dramatically new architectures, 
boundaries and capabilities (Canadian Association 
of Defence and Security Industries 2019). AI is now 
fundamental to military modernization, particularly 
in terms of cybersecurity. Data has become the 
basis for a highly charged arms race that overlaps 
a range of commercial industries and platforms. 

In the commercial domain, data has moved to the 
epicentre of global trade. With the rollout of 5G 
edge networks, it is anticipated that there will be 
an explosion of data created, collected, processed 
and stored. Where IoT encompassed 10 billion 
devices in 2018, it is projected to reach 64 billion 
by 2025 and possibly many trillions by 2040 
(National Intelligence Council 2021). Measured by 
bandwidth, cross-border data flows grew roughly 
112 times over from 2008 to 2020 (Slaughter and 
McCormick 2021). In 2018 alone, 330 million people 
made online purchases from other countries — 
each transaction involving the transmission of data 
driving US$25.6 trillion in cross-border sales — even 
though only 60 percent of the world is online. 

This data-driven economy has ushered in a 
confluence of technological breakthroughs, 
from stacked neural nets that now consume 
zettabytes of big data to the application of 
massive cloud computing infrastructure in 
conjunction with smart mobile devices. Data 
is used for training AI algorithms, which, 
in turn, drive advanced machine-learning 
and autonomous systems. When applied to 
augmenting decision systems, the potential 
for serious and credible threats to Canadian 
defence and security will grow exponentially.

Adversarial AI: Attacking the 
Data, Attacking the Model

In addition to the slow pace of change across highly 
bureaucratized organizations, the centralized nature 
of C2 systems means that single points of failure 
provide vulnerable points of attack. Authorities and 

machine-driven systems responsible for managing 
C2 are particularly prone to adversarial techniques 
that leverage bad or deceptive information. 

Just as cyber operations (whether espionage 
or attack) can instruct computer networks or 
machines to operate in ways they were not 
intended, adversaries can also use the same 
tactic against AI systems. Known as adversarial 
machine learning, this process seeks to identify 
weaknesses in machine-learning models and 
exploit them. Attacks can occur in the development 
or deployment stages, including misleading 
models by supplying deceptive input (for example, 
“poisoning” data) or targeting the model itself. 

These methods are especially dangerous in 
national security settings because, in many cases, 
they are subtle and imperceptible to humans. 
Additionally problematic is the fact that adversaries 
do not necessarily need specific knowledge of 
a target model or direct access to its training 
data to impact it. As AI systems become more 
pervasive and more accessible to more people, the 
attractiveness and opportunity for attack grows.

Decentralization: Federated 
Data Governance

The weaponization of data is catalyzing new 
methods for countering AI systems. Securing 
commercially developed cloud platforms will 
be key to reducing the overall vulnerability of 
militaries in the digital age. Given the growing 
number of cyberattacks and the many commercial 
and government networks that have been 
penetrated over the past two decades — as well 
as the ever-increasing frequency of sophisticated 
cyberattacks — the need to build security into every 
level and feature of a military system is clear. Data 
security is pivotal to Canadian national security. 

In this decade, Canada is at risk of falling behind 
both our allies and our adversaries in the data 
economy. Given the changing nature of national 
security in a digital era, DND/CAF has begun 
the process of elevating data to the level of a 
strategic asset. This matters both for economic 
growth and for national security planning. 

One European country that stands out as a model 
for data security is Estonia. The country is perhaps 
the best example of advanced data governance 
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anywhere in the world. Most of Estonia’s public 
services are digitally enabled and anchored 
to citizen digital identification cards. Often 
described as the first “digital republic” (Khan and 
Shahaab 2020), Estonia has even created “digital 
embassies” (Rice 2019) that provide a digital 
backup in the event of any loss of autonomy 
or sovereignty. Having constructed its own 
sovereign cloud infrastructure and data systems, 
Estonia’s government remains largely immune 
to potential cyberattacks against commercial 
providers such as AWS or Google Cloud. 

Developing federated data systems is the best 
method for managing cybersecurity in the 
digital age. Like the financial sector, DND/CAF 
should look to distributed ledger technologies 
(DLTs) such as blockchain to accelerate 
digital transformation. By distributing data 
laterally across decentralized networks, a CAF 
blockchain could help reduce the limitations and 
vulnerabilities inherent to highly bureaucratized 
systems. DLTs provide a decentralized validation 
system that can ensure all communication and 
data transfers are accurate, immutable and 
protected from adversaries while eliminating 
the potential failure of centralized networks.  

Data as a Strategic Asset

Data is the key to unlocking EDTs for DND/ CAF. 
Data, much like our natural resources, fuels 
immense economic growth for Canada. Canadian 
data must be appropriately secured through 
a proper digital trust infrastructure. This next 
decade will be fuelled by data and will itself 
fuel the creation of ever-more data-driven 
technologies. This reinforces the need for Canada 
to prioritize Canadian data across domains. 

Given the fact that Canada’s cyber infrastructure 
is almost exclusively owned by private firms, 
the threat of attacks in the cyber domain must 
be addressed using new data strategies and 
methods. In addition to defending Canada 
against foreign armies, Canadian national 
security now also means leveraging data as 
a strategic national asset. This means:

 → Canadian data should be harnessed for the 
benefit of national defence and security.

 → Certain data sharing/access should be 
restricted for national security purposes.

 → Certain data/digital infrastructure should 
be classified as critical infrastructure 
having national security implications.

 → Economic prosperity is directly linked to 
data governance and is critical to Canadian 
sovereignty and Canadian security.

Even as contemporary AI systems are limited 
to the narrow capacities of machine-learning 
algorithms, this limitation will not likely be 
true of future generations of AI. Optimizing the 
application of AI and other EDTs to DND/ CAF 
will require an AI strategy that leverages 
data and especially platform computing for 
augmenting Canadian military capabilities. 

Recommendations

 → Protect and harness data as a strategic 
asset in rethinking the large centralized 
digital infrastructure that constitutes 
our current data architectures.

 → Establish a secure data infrastructure 
that is interoperable, flexible, modular 
and resilient, and builds on the federated 
capacities of blockchain and other DLTs.

Enabling Pan-Domain 
C2
Together, AI and the proliferation of EDTs will 
almost certainly advantage “smart” states and 
non-state actors by capitalizing on the scaling 
effects of AI and autonomous systems. At the 
same time, modern non-linear and/or hybrid 
approaches to warfare and the actors that use 
them will make warfighting much less predictable. 
Responding to non-linearity in an increasingly 
networked environment requires context 
awareness and adaptation to allow pan-domain 
C2 to be more responsive, agile and resilient. 

The growing scale and scope of data used in 
warfighting is undermining the human-centric 
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data-processing that once anchored industrial-
era bureaucracies. Beyond vertically integrated 
systems, C2 is now increasingly dependent 
upon laterally scaling networks that drive 
decision making. Indeed, the accelerating pace 
of machine autonomy and other AI-driven 
applications suggests that conventional models 
of pan-domain C2 are becoming obsolete.17

The increasing computer-based execution of tasks 
demanded of military commanders will mean a 
dramatically tightened observe, orient, decide, 
act (OODA) loop18 (see Figure 5). Taken together, 
the delegation of decision authority within mixed 
teams of humans and machines, the trust placed 
in machines, and experiments in optimization 
of human-machine teaming will be increasingly 
central to C2. Given the inherent risks in deploying 
new technology-mediated methods and systems, 
military personnel will need to understand the 
ramifications of AI in accelerating the OODA loop to 
speeds that potentially exceed human capabilities. 

Applications of AI to the military domain will 
prove challenging to conventional C2 systems. 
Nonetheless, changes in the methodologies and 
resources underlying war in the twenty-first 
century do not alter the goals of pan-domain C2 
(see Figure 6). Indeed, the goals remain the same: 
domain awareness, information dominance, 
decision superiority and global integration.

In response to this changing threat environment, 
the Defense Advanced Research Projects Agency has 
developed the concept of mosaic warfare to adapt 
conventional methods of C2. With the purpose of 
leveraging technology to support a more modular 
military ecosystem, mosaic warfare envisions a 
military that leverages resources that are cheap, 
flexible and highly scalable. Like the ceramic 
tiles in mosaics, individual warfighting platforms 
can be designed to be configurable. Formations 
leverage decentralized agents reconfigured 
across a “kill web” with the goal of avoiding the 
structural rigidity of “monolithic systems.” 

Like complex systems in nature, kill webs can 
leverage algorithms to eliminate single points of 

17 In the United States, for example, the Pentagon’s first chief software officer resigned in protest at the slow pace of military transformation. As Nicolas 
Chaillan told the Financial Times, the failure of the United States to respond to technological change had put the country’s future at risk (Manson 2021).

18 Note that virtually all the processes used by the different services and organizations, regardless of the name they take (kill chain, detect-to-engage 
sequence, joint engagement sequence and so forth) are just variations of this OODA loop.

failure, accelerating response time through the 
application of modular design. Moving away from 
dominance (forecasting) and toward accelerating 
reaction (adaptation), mosaic warfare is designed to 
support hybrid military units that leverage lateral 
networks up and down a “decision-making stack.” 

Unlike the complex chess moves required in 
conventional warfighting, mosaic warfare leverages 
digital networks to accelerate dynamic response 
time using modular flexibility and augmented 
decision making (time compression). Together, AI, 
drones, sensors, data and personnel are combined 
to support operational commanders on the ground, 
making intelligence, resources and logistics assets 
available to small formations at an accelerated pace. 

Complex Systems: Leveraging 
Exponential Growth 

Taken as a whole, the data-driven algorithms and 
off-the-shelf software applications are reshaping 
the nature of C2. As AI-driven technologies become 
cheaper and more widespread, they will provide 
a broad range of state and non-state actors with 
platforms and tools to leverage algorithmic-
learning engines in new and disruptive ways. 

Given the fact that the manufacturing costs 
associated with drones and other digital 
technologies follow Moore’s law (Singer 2012), 
we can assume that many of these technologies 
will enter the arsenals of sophisticated non-
state actors. Affordable drones can be fitted 
with off-the-shelf weapons, and their sensors 
tethered to homegrown remote AI systems 
to identify and target human-like forms. 

In the current technology environment, 
disruptions that build on data-driven networks 
will not follow linear rates of change but instead 
build on complex systems. Feedback loops that 
build on disruptive innovation and the decline 
of older technologies will drive exponential 
acceleration and the mass adoption of new 
technologies. In fact, this pattern holds for dozens 
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of historical examples of disruption (Nagy et 
al. 2013) across all sectors and industries.19

These periods of disruption follow an S-curve (see 
Figure 7). Adoption of innovation is relatively slow 

19 For Austrian economist Joseph Schumpeter, this “creative destruction” (Kopp 2021) reflects the natural cycles of social transformation that evolve within 
market economies. Long periods of stability are often punctuated by abrupt technological and economic change that builds on GPTs triggering rapid 
economic and social transformation. Disruption occurs when a new technology of equal or greater capability (for example, the steam engine and the 
printing press) becomes available at a significantly lower cost than existing alternatives.

at first but begins to accelerate dramatically at the 
knee of the curve. In a market economy, disruptions 
occur when incumbents heading toward the top 
of an old S-curve confront a new business model 

Figure 5: The OODA Loop
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Figure 6: Pan-domain C2

Domain awareness is now increasingly dependent on a network of sensors and systems to provide persistent 
and complete battlespace awareness from subsurface to space and cyberspace. Seabed surveillance systems 
(undersea), for example, enable ships to pull the radars and counter unmanned aircraft systems.  

Information dominance increasingly means connecting data from all domain awareness sensors to flexible 
and responsible decision superiority. Ingesting aggregate processes means using AI and machine learning. 
Improving data gathering will mean bringing disparate and fragmented data into a cloud-based computing 
environment.

Decision superiority means giving senior leaders options that go beyond the kinetic kill into all levers of 
influence, including non-kinetic solutions. AI can assist with accelerating decision cycles.   

Global integration is important for keeping the CAF relevant. Leveraging Canadian AI can provide a unique 
opportunity to support partners, in particular the United States (NORAD) and NATO.

Source: Author. 
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at the bottom of a new S-curve.20 New entrants 
entering a non-linear hypergrowth phase move 
up the curve before accelerating toward market 
saturation.21 Underlying this innovation curve is the 
capacity of commercial firms to leverage “collective 
intelligence” (Bradley and O’Toole 2016) to quickly 
build new markets around a product or service.22

Closing the Gap: Harnessing the 
Canadian Technology Ecosystem

One of the most difficult challenges facing DND/ CAF 
is the rise of a global technology industry that 
is now outpacing the capacities of the public 
sector. The implications of this market-driven 

20 Several models have been proposed for predicting technological change over time, but Wright’s law has been the most accurate (Nagy et al. 2013). 
Pioneered by Theodore Wright in 1936, Wright’s law states that for every cumulative doubling of units produced, costs will fall by a constant percentage.  
Perhaps the best model for making sense of this creative destruction is the S-curve. Developed by E. M. Rogers in 1962, the S-curve model is an attempt to 
understand how and why new ideas and products spread throughout cultures at an accelerated rate.

21 An additional and perhaps even more compelling explanation for this technological acceleration is the human capacity to improve performance through 
innovation. This process is defined as the “experience curve” or learn-by-doing. As Metcalfe’s law dictates, the value of a network increases exponentially 
with the number of nodes or computers attached to that network. The global proliferation of digital technologies has introduced laterally scaling 
infrastructure for accelerating the speed at which human beings collectively learn.

22 One clear example of this collective intelligence over the past decade has been the rise of smartphones pioneered by Apple and Google — two companies 
with no previous experience in building mobile phones. Leveraging the convergence of battery technologies, touchscreen interfaces and digital platforms, 
Apple and Google were able to successfully disrupt numerous incumbents. 

transformation are difficult to overstate. China, 
for example, is becoming a major force in shaping 
AI by leveraging its enormous commercial 
market. China’s AI is evolving quickly and will 
soon represent a major force multiplier for the 
Chinese military. As the country’s broad range 
of startups, scale-ups and large corporations 
continue to close the gap with the United States, 
China will become a global leader in military AI. 

National innovation necessarily depends upon 
institutional actors collaborating across sectors. 
For this reason, Canadian national security strategy 
must stress the need for coordinated flows of 
technology and information among people and 
institutions in driving long-term innovation. 
This kind of multi-domain collaboration has 

Figure 7: The S-Curve
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historically been defined in terms of a National 
System of Innovation (NSI) (Organisation for 
Economic Co-operation and Development 1997). 

NSI policy and planning can take many forms, 
ranging from loose coordination to highly 
integrated partnerships. For example, the various 
NSI planning models applied in the United States 
(Atkinson 2020), China (Song 2013) and Europe 
(Wirkierman, Ciarli and Savona 2018) demonstrate 
the substantial economic and social returns 
inherent in maximizing government-industry-
research partnerships. Government should work to 
build out Canadian technological capacity through 
tax incentives, procurement and research funding, 
and strategic planning. But it cannot act alone.

Tighter coupling between industry, government and 
academia is key to scaling Canada’s technological 
and military capabilities. Notwithstanding 
the fact that Canada has world-class research 
in AI, quantum computing and clean energy 
technologies, these resources are not fully 
leveraged for the purposes of national security. 

Strategic partnering between government and 
Canada’s technology industry will be key to 
upgrading the military platforms (for example, 
war-gaming, modelling, fielding new autonomous 
and semi-autonomous systems, and data-
enhanced decision-support systems) that will drive 
warfighting in the decades ahead. This will require:

 → an extensive mapping of Canadian 
military AI/pan-domain C2 needs;

 → stakeholder education and consensus building; 

 → the development of a formal 
DND AI strategic plan; 

 → specific funding allocations for 
research, engagement and staff;

 → a DRDC and DND/CAF focus on building 
an agile and responsive ecosystem with 
innovative tools to engage industry, academia 
and other government departments in 
leveraging joint capabilities, speeding up 
procurement and facilitating access to top 
experts for short-term duration; and

 → the institutionalization of governance 
mechanisms and oversight bodies.

Governing AI: Multilateralism and  
the Law

The ongoing evolution of AI reflects a step-change 
in the architecture, speed and complexity of a 
global technology market. This vast commercial 
landscape is increasingly borderless even as nation-
states and rising regional powers compete for 
influence. The rise of China, Russia, India, Turkey, 
Iran and other regional powers suggests that 
international relations may no longer be based on a 
shared appreciation for a global rules-based order. 
For this reason, it has become critical to develop 
and promote the rules guiding the evolution and 
deployment of AI, particularly in the context of war.

Governing AI and other EDTs is central to 
reducing the risk of future conflict across a 
multipolar order. Given the expanding rivalry 
between the United States and China, the need 
for treaties governing the use of LAWS and their 
proliferation could not be more timely. Developing 
guardrails in the evolution of military AI will 
be essential to reducing the potential for future 
conflict. The laws of war regulating the use of 
AI both in terms of the conditions for initiating 
wars (jus ad bellum) and the conduct of AI in 
war (jus in bello) remain to be determined. 

Beyond unwarranted exaggerations on military 
AI, it is important to recognize the need for checks 
and balances in limiting both the concentration 
and proliferation of AI technologies (see Figure 8). 
AI remains limited to narrow-focused tasks. 
However, the need for common international 
rules and regulations in managing AI and other 
digital technologies will help to shape the pace 
and direction of AI as the technology matures. 

Active engagement by Canada and other NATO 
countries in this discussion could be key to the 
future of global peace and security. As NATO’s 
Advisory Group on Emerging and Disruptive 
Technologies (2020) observes, Canada and its allies 
should seek to promote, establish and participate 
in collaborative opportunities that enable a 
comprehensive architecture for the development 
and governance of AI. In 2018, Canada adopted 
the Declaration on Ethics and Data Protection 
in Artificial Intelligence, co-written by France, 
Italy and the European Union. Canada is also 
supporting the international ban on LAWS. 

As a recent white paper from the World Economic 
Forum (2019) makes clear, global governance 
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of EDTs remains a patchwork. Given Canada’s 
middle-power status, Canada should look to 
align more closely with allies in Europe and 
elsewhere to instantiate democratic values 
in the development and regulation of AI. 

Despite divergent views on AI and its 
weaponization, past negotiations such as treaties23 
on conventional weapons, nuclear arms control, 
and biological and chemical weapons can serve 
as a basis for future treaties defining the rules 
of AI and AI-driven warfare. Notwithstanding 
the daunting challenges that remain ahead, 
global governance has an important role to 
play in regulating military AI. In fact, Canada 
has already contributed to NATO’s AI strategy 
(NATO 2021) to ensure that the deployment 
of AI is in accordance with the principles of 
lawfulness, responsibility and accountability.

23 See www.armscontrol.org/treaties.

Recommendations

 → Tighter coupling between industry, government 
and academia is key to scaling Canada’s 
technological and military capabilities.

 → DND/CAF will need to harness decentralized 
networks for pan-domain C2. Military 
strategies that leverage decentralized agents 
across kill webs will have asymmetrical 
advantage over rigidly “monolithic systems.” 

 → The global governance of AI is fundamental 
to peace and security. Active engagement 
by Canada and other NATO countries in 
multilateral discussions on AI governance 
is needed to avoid future instability.

Figure 8: Global Governance on AI

Source: Giardino (2020).
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Conclusion
As AI, renewable energy technologies, quantum 
computing and space-based weapons come to the 
fore, pressure to adapt and transform the Canadian 
military will grow. In fact, Canada’s current 
defence policy partly reflects this understanding 
in its call to adopt a range of new technologies. 
Indeed, Canadian defence planning has already 
begun incorporating remotely piloted drones and 
space-based surveillance assets into the national 
defence network (National Defence 2017).

However, a substantial challenge for DND/ CAF 
over this decade will be appreciating the 
development and convergence of EDTs in new 
forms. The convergence of physical, digital 
and biological technologies represents the 
early stages of an enormous technological 
revolution with uncertain consequences. Much 
as in the past, emerging technologies will trigger 
widespread social, economic and military 
developments beyond their initial application. 

For Canada to adapt and evolve within this 
changing technological landscape, government 
and industry must intentionally collaborate with 
each other and with international allies. In fact, no 
nation-state operating in isolation can expect to 
keep pace with the rapid expansion and diffusion 
of AI and other EDTs. As NATO’s annual report 
on EDTs (NATO 2021) makes clear, keeping pace 
with technological change necessitates agility and 
rapid iteration with respect to the development, 
experimentation and application of technology. 

While major advances in military and defence 
technologies were once generated in government 
laboratories or under government direction, 
innovations in AI and other EDTs are now largely 
the province of commercial industry. Leveraging 
technological innovation for the purposes of 
Canadian national defence must be part of a wider 
national innovation ecosystem that effectively 
integrates research and implementation. 

In order for Canada to advance a national 
security posture tailored to the digital age, 
government, industry and academia will need 
to collaborate as an organic whole. Indeed, 
the most advanced national defence strategies 

24 See www.international.gc.ca/world-monde/issues_development-enjeux_developpement/response_conflict-reponse_conflits/psop.aspx?lang=eng.

(Canadian Association of Defence and Security 
Industries 2019) employed today necessarily 
bridge industry, academia and government 
in the incubation of frontier technologies. 

Notwithstanding the fact that Canada has world-
class research in AI, quantum computing and 
clean energy technologies, these resources are 
not fully leveraged for the purposes of national 
security. Part of the answer to resolving this 
challenge will involve the development of public 
infrastructure that can secure and govern a data-
driven society. A rising digital economy is fuelled 
by data and will continue to drive the creation of 
ever-more data-driven technologies — especially 
AI. For this reason, Canadian military capacities 
will need to be recalibrated to reflect this reality. 

Data is now the basis for Canadian national 
security. Upgrading government and military 
platforms around federated data networks will 
be important to transforming the single points of 
failure inherent to industrial-era bureaucracies. 
Stronger collaboration between industry, 
government and higher education is essential 
to scaling Canada’s digital infrastructure. 

Alongside military modernization, Canada must 
also work toward the goal of AI governance itself. 
The rise of military AI and autonomous weapons 
represents a very real shift in the nature of war. 
Unlike the substantial costs and planning needed 
to carry out conventional interstate conflict, 
the devastating impact of cyberattacks and 
drone strikes can be launched against critical 
infrastructure by small groups and non-state actors 
alike, with little more than a personal computer.

In addition to the enormous military potential 
of EDTs, these technologies also represent 
an inherent risk to global peace and security. 
Mistakes in the use of AI and other “smart 
systems” could — and very likely will — lead to 
catastrophic outcomes. Given the destructive 
potential of weaponized EDTs, it is critical that 
we consider the design of a comprehensive global 
architecture for managing their development.

Historically, Canada’s capacity to influence 
other states has been tied to its support for 
coalition building and conflict management — 
particularly UN peacekeeping.24 As Canadian 
scholar John Holmes suggests, the principal 
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characteristic of a middle power is its pursuit 
of solutions to international problems through 
institution building rather than through 
hard power or coercive diplomacy. 

In the face of a rapidly evolving multipolar 
order, multilateral cooperation will be essential 
to ensuring peace and security. Information 
sharing, expert conferences and multilateral 
dialogue can help the world’s nation- states and 
their militaries develop a better understanding 
of one another’s capabilities and intentions 
in order to avoid future conflict.

Alongside the need for new and different 
resources and expertise, DND/CAF will need to 
balance a capacity for hard power with support 
for multilateral governance across a changing 
technological landscape. Amid a disparate 
assortment of fields and industries, the challenges 
we now face are not only facilitated by advances 
in science and technology but also represent 
new risks in and of themselves. What seems 
clear is that a rising era of geotechnological 
competition will be a major driver of great 
power rivalry (Goodman and Khanna 2013). 

As a new generation of security threats continues to 
blur the traditional distinctions between land, sea, 
air, cyber and space, the goal for Canadian defence 
planning should be peace and security. Even as 
great power rivalry and a multipolar order reshape 
the contours of the global landscape, an expanding 
era of networks and data-driven algorithms has 
begun to transform traditional definitions of 
power. As a global middle power, Canada could 
be a major partner in managing these tensions.
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