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Introduction: Defining AI Safety
As AI systems develop at a rapid pace, AI safety has emerged as a discipline concerned 
with addressing the existential threats of AI through the development of systems aligned 
with human values such as ethics, explainability and external control (Amodei et al. 2016; 
Bostrom 2014). This movement has become increasingly prominent surrounding the 
utopian promises and dystopian risks of artificial general intelligence (AGI), described as 
“a single system that can learn incrementally, reason abstractly, and act effectively over a 
wide range of domains” (Voss 2017). Similar to the potential for global nuclear annihilation, 
AI safety experts warn of the potential for AGI to pose irreversible consequences to all 
human life. In 2002, Nick Bostrom argued that existential risk represents a global terminal 
threat that “would either annihilate Earth-originating intelligent life or permanently and 
drastically curtail its potential” (Bostrom 2002, 2). Dan Hendrycks, Mantas Mazeika and 
Thomas Woodside (2023) identify four categories of AI existential risk: malicious use, a 
global unregulated AI race, organizational risks associated with a lack of safety culture and 
the potential for AGI to produce rogue agents. These scholars represent a growing body of 
literature focused on how the development of superintelligence could result in permanent 
harms (Bostrom 2014; Ord 2020; Vold and Harris 2021). In addition to within academic 
research, numerous well-known figures in the field have voiced concerns for the future of AI, 
including Stephen Hawking (Cellan-Jones 2014) and Bill Gates (Eadicicco 2015).

Globally, AI safety has gained importance within both policy and research and development 
sectors, with the founding of AI safety institutes in the United States, United Kingdom, 
Japan, Canada, Singapore and the European Union (Variengien and Martinet 2024). These 
institutes supplement industry commitments to develop safe AI, with Cohere, OpenAI and 
AI21 agreeing on best practices to mitigate misuse (Cohere Team 2022), industry leaders 

Key Points

 • Artificial intelligence (AI) safety is a growing field that highlights the existential risks of 
AI, while proposing alternative development processes centred around concepts of 
alignment with human values and ethical concerns.

 • While it promotes critical perspectives, AI safety has been criticized for its limited 
conceptualization of future existential threats as universally impactful. Critics of the 
AI safety movement have highlighted that the movement does not acknowledge how 
current groups are already experiencing disproportionate existential risks.

 • This working paper utilizes a feminist policy analysis framework centred around five 
thematic areas — intersectionality, context, neutrality, control and power — to analyze 
global initiatives for AI safety governance.

 • The analysis reveals that AI safety policies often lack meaningful engagement with 
feminist principles, failing to acknowledge how future risks are tied to current harms. 
As AI systems regularly replicate broader social biases and power dynamics, it is 
important to address how an intersectional perspective views future impacts as 
distinctly connected to current harms being faced by marginalized groups. 

 • Future AI safety work can benefit from integrating feminist perspectives such as 
accountability and participation into the research and policy development processes.
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signing onto pledges that acknowledge the potential existential threats of AI1 and calls for a 
pause on giant AI experiments (Future of Life Institute 2023). In 2023, UN Secretary-General 
António Guterres advocated for a new UN agency to govern the potential catastrophic 
risks of AI (Fung 2023). While the pathways for addressing the risks associated with AGI are 
diverse (Sotala and Yampolskiy 2014), they represent an interdisciplinary movement seeking 
to collaborate on existential challenges.

Safety on Whose Terms?
Yet, AI safety proponents often face criticism for a research agenda that is too forward 
looking, neglecting the current harms experienced by marginalized groups (Acemoglu 2021). 
Scholarship in critical data studies demonstrates how AI reinforces inequalities related to 
race, sexuality, class and gender (Buolamwini and Gebru 2018; Bender et al. 2021; Hamidi, 
Scheuerman and Branham 2018), creating environmental (Crawford 2021), racial (Benjamin 
2019), gendered (D’Ignazio and Klein 2020) and neocolonial (Tacheva and Ramasubramanian 
2023) impacts. Subsequently, for Timnit Gebru and Émile Torres (2024), the values 
underscoring the development of AGI — utopian aspirations and industry commitments to 
safety — reinforce oppressive conditions. They argue that the field promotes universalized 
notions of safety that fail to hold developers accountable for the practices of marginalization, 
extraction and exploitation that form the basis of these models. 

AI research is characterized by a diversity problem, facing not only a lack of diverse 
perspectives within technical development (Stinson and Vlaad 2024), but also a lack of 
representation in the framing of policy narratives and ethical principles (Roche, Wall and 
Lewis 2023; Ulnicane and Aden 2023). When there is an ongoing lack of diverse perspectives, 
the narratives surrounding what constitutes an existential threat become insular. This lack of 
diversity means that any approach to AI safety will not adequately address the questions of 
participation, accountability and representation (Lazar and Nelson 2023).

Method: Constructing a 
Feminist AI Policy Framework 
This research is grounded in a feminist account of the hegemonic impacts of AI. In 
reiterating Beverly McPhail’s (2003) notion of policy as a phenomenon that shapes the world 
around us, this paper proposes a policy framework that anchors future AI safety efforts in 
interdisciplinarity and intersectionality.

Key to this work is a theoretical approach that reflects an intersectional depiction of 
existential AI threats. Coined by Kimberlé Crenshaw (1991), intersectionality is a framework 
that analyzes how social identities (gender, race, ethnicity, sexual identity, gender identity, 
class, religion, national origin, documentation status, migration status, carceral status and 
ability) compound and overlap, creating different forms of discrimination and/or privilege. 
By addressing how compounding identities become systematically marginalized, an 
intersectional analysis examines how systemic injustices are reified in daily life. 

Other frameworks propose alternative critiques and constructions of AI and policy. 
For Catherine D’Ignazio and Lauren Klein (2020; 2024), the concept of “data feminism” 

1 See www.safe.ai/work/statement-on-ai-risk#open-letter.
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represents a framework for integrating feminist principles into the development of 
data and AI, including examining and challenging power, rethinking hierarchies and 
considering contexts. In 2003, McPhail devised the Feminist Policy Analysis Framework, a 
qualitative action-oriented model that utilizes 13 categories to examine how public policy 
reifies gendered systems of oppression. In 2020, Heather Kanenberg, Roberta Leal and 
Stephen Erich amended McPhail’s framework with considerations of how policy decisions 
have intersectional impacts. They argue that feminist policy analysis reveals marginalizing 
and discriminatory practices, connecting them to broader socio-political concerns 
(Kanenberg, Leal and Erich 2020). Approaches to feminist policy analysis also exist within 
social policy (Hyde 2000; Hankivsky and Cormier 2011), education (Mansfield, Welton and 
Grogan 2014; Bensimon and Marshall 2003), public health (Hankivsky et al. 2014) and social 
work (Kanenberg 2013). These frameworks are united in their commitment to critically 
reviewing how power intersects with policy in uneven and marginalizing ways.

Drawing from these frameworks, this research proposes a feminist AI policy framework 
(see Figure 1), which encourages decision makers and stakeholders to evaluate potential 
AI safety projects in accordance with four goals. Within each of these goals is a series of 
questions that can be asked when examining AI safety initiatives.

• Promote intersectionality: Growing from approaches to feminist AI governance that 
reiterate the need to see AI as a product of structural inequalities, colonial legacies 
and disproportionately marginalizing harms (Crawford 2021; Ricaurte 2024; Toupin 
2024), a focus on intersectionality acts as an umbrella goal by examining how power, 
context and neutrality impact different groups according to their social identity. 

• Provide diverse contexts: Assessing the context of a policy involves bringing hidden 
narratives to light. Focusing on the contexts that influence these intersectional 
identities — histories, backgrounds, social structures — shows how biases are 
interrelated and reflect broader practices of discrimination and exclusion. Regarding 
AI safety, contextual dynamics shape the narrative of what constitutes an “existential 
threat” (Gebru and Torres 2024), often certain hegemonic values and depictions of 
threat over others.

• Combat neutrality: A focus on neutrality examines how AI policy acts to promote a 
universal notion of impact, harm and threat. As the experiences of AI for those “at the 
margins” (Collins 1986) are different than those with substantial levels of privilege, 
a presumption of neutrality fails to represent these diverse experiences. When safe 
AI is designed, it often is encoded with a presumed universal benevolence. This is 
evident in the “character training” involved in Claude 3.0, where developers made a 
list of traits they wanted the model to have, leading it to generate and rank responses 
in accordance with these traits (Anthropic 2024; Bai et al. 2022). While this approach 
identifies how these systems are trained, there are important considerations that 
impact what traits are valued and considered universal. 

• Increase power for those at the margins: Investigating power involves questioning 
not only who has a seat at the table, but also what that seat looks like. Rather than 
seeing governance as a top-down technocratic process, an intersectional feminist 
policy framework argues that there is a need for meaningful participation from those 
who are disproportionately marginalized by an AI system. Where safety movements 
may push for overarching technical solutions, this perspective sees solution building 
as a holistic process encompassing policy, design, literacy and justice.
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The feminist AI policy framework was used to examine seven international initiatives 
regarding AI safety governance. These documents were chosen for their prominence in 
the AI safety movement, as well as their diverse scope and varying approaches: state-
led, industry-led or overseen by an international body (see Figure 2). The following 
section details how the feminist AI policy framework was used to understand the ways 
in which the aforementioned goals were or were not achieved.

Figure 1: A Feminist AI Policy Framework

Source: Author.

Figure 2: AI Safety Initiatives

Source: Author.
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Findings
Utilizing the framework, this research found that none of the seven documents 
successfully meet each of the goals. Figure 3 details the corresponding scores of each 
initiative. For each goal, the initiatives could receive up to three points — one per 
question, for a maximum framework score of nine. The right side of Figure 3 indicates 
a heat map of the scores, with the lowest (zero) being represented with red, and the 
highest possible score (three for individual goals, nine for framework total) being 
represented with green. 

With regards to promote intersectionality, the scores demonstrate how there is a varied 
commitment to examining the intersecting identities that are facing existential 
threats. While no initiative achieved a perfect score, the UN resolution titled “Seizing 
the opportunities of safe, secure, and trustworthy artificial intelligence systems for 
sustainable development” calls upon members to close the gender digital divide, 
encouraging them to “mainstream a disability, gender and racial equality perspective 
in policy decisions.”2 This contrasts with the lower scoring approaches, which did not 
directly identify the need for intersectional perspectives. For example, the Asilomar 
Principles state that: “The goal of AI research should be to create not undirected 
intelligence, but beneficial intelligence.”3 This approach highlights the need for beneficial 
AI but does not address the need to examine what constitutes “beneficial AI” for groups 
who are actively experiencing disproportionate harms. 

When examining how initiatives provide diverse context, the scores exhibited a smaller 
range, with the majority of documents scoring 0.5. These low scores reflect the AI safety 
movement’s insufficiency in connecting future threats to current existential harms being 
faced by marginalized groups. For example, the Organisation for Economic Co-operation 
and Development (OECD) details a very limited definition of AI knowledge: “the skills 
and resources, such as data, code, algorithms, models, research, know-how, training 

2 Seizing the opportunities of safe, secure and trustworthy artificial intelligence systems for sustainable development, GA 
Res 78/265, UNGAOR, 78th Sess, UN Doc A/78/L.49 (2024) at 6(p).

3 See https://futureoflife.org/open-letter/ai-principles/.

Figure 3: Findings from Analysis

Source: Author.
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programmes, governance, processes, and best practices required to understand and 
participate in the AI system lifecycle, including managing risks.”4 This definition fails to 
incorporate lived experiences and diverse knowledge into the development of AI safety 
plans. Additionally, no initiative examined the biases associated with AI safety research, 
including the overrepresentation of white males, and the reinforcement of narratives 
surrounding technological utopianism, inevitable progress and effective altruism (Gebru 
and Torres 2024).

Similar conclusions were found regarding efforts to combat neutrality. The language 
surrounding existential risks often depicted threats as both future and universal. For 
example, numbers 14 and 15 of the Asilomar Principles detail a commitment to shared AI 
benefits and prosperity. However, they fail to detail how these shares will be distributed 
according to equitable need (substantive equality) as opposed to provision of a single 
level of support and resources for all (formal equality). When describing AI risk, the 
Seoul Declaration states, “Recognizing that all states will be affected by the benefits 
and risks of AI, we will actively include a wide range of international stakeholders 
in conversations around AI governance” (GOV.UK 2024). This presumed universal risk 
ignores how certain groups experience threats that could be considered as existential, 
such as a discriminatory algorithm that causes a low-income family to lose their social 
welfare (Eubanks 2018) or a data centre with excessive cooling regimens that lead to a 
lack of accessible water for rural and Indigenous communities (Valdivia 2024). When 
a policy seeks to only address future threats, it fails to understand how current harms 
pose existential threats to vulnerable communities. 

When addressing how to increase power for those at the margins, these initiatives 
displayed low scores. To achieve this goal, initiatives needed to have a clear plan with 
regards to ensuring diverse participation. The Asilomar AI Principles5 and Frontier AI 
Safety Commitments6 appear to be mainly symbolic, reiterating Gebru and Torres’ (2024) 
perspective that corporate actors utilize AI safety as a way to maintain control over 
AI development. In developing vague ethical guidelines or voluntary commitments, 
corporate actors are able to deflect from social pressures for strong regulation while 
affirming their role in the governance process. Furthermore, these initiatives display a 
focus on expert consultation, without considering how equitable AI requires diverse 
forms of knowledge (Stinson and Vlaad 2024). In particular, the OECD Safe AI Principles 
highlight a “network of experts,” the majority of whom represent government, academia 
and industry. There is no substantial participation of organizations or civil society 
groups specializing in marginalized perspectives or alternative epistemologies, reflecting 
the OECD’s restrictive definition of what constitutes AI knowledge. Similarly, the 
Bletchley Declaration outlines the creation of an inclusive network of scientific research 
on frontier AI safety.7 The declaration outlines multilateral, bilateral and plurilateral 
collaboration, but fails to acknowledge how they plan to meaningfully cultivate 
“inclusivity” in this network.

4 OECD, Recommendation of the Council on Artificial Intelligence, OECD/LEGAL/0449 (2023),  
online: <https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449>.

5 See https://futureoflife.org/open-letter/ai-principles/.

6 See www.gov.uk/government/publications/frontier-ai-safety-commitments-ai-seoul-summit-2024/frontier-ai-safety-
commitments-ai-seoul-summit-2024.

7 See GOV.UK (2023).
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Lessons Learned: The Future of 
Feminist AI Safety Research
In examining these initiatives through the feminist AI policy framework, it is clear that 
the AI safety movement requires greater engagement with feminist protocols. This 
concluding section builds upon these findings to identify two key values that can be 
used proactively to enact feminist AI safety practices: accountability and participation. 
In addition to these values, policy makers are encouraged to utilize the framework 
outlined in Figure 1 to conduct a rigorous feminist analysis of proposed policies.  

Accountability: Future Risks versus Current Harms
Biased AI technology has significant impacts on marginalized groups, including women 
(Crawford 2021), racialized people (Schelenz 2022; Benjamin 2019) and economically 
subjugated groups (Nopper 2020), representing greater hierarchies of oppression and 
power. As Safiyah Umoja Noble (2018) highlights, this pattern leads to “technological 
redlining” where certain groups are systematically disadvantaged. 

Within the AI safety movement, there is little mention of these current harms. The 
embrace of AI safety as a utopian goal has enabled corporate actors to evade responsibility 
for these current AI harms (Gebru and Torres 2024). Current understandings of both 
technical knowledge (Stinson and Vlaad 2024) and who is responsible for constructing 
ethical AI (Browne, Drage and McInerney 2024) highlight the need to develop stronger 
accountability measures. Tom Slee (2020) argues that relying on private sector soft 
law will not ensure accountability, as the guiding values of the tech industry, such as 
profit maximization, are incompatible with the promotion of regulatory safeguards. 
As highlighted by Sophie Toupin (2024), a feminist AI policy should be constructed 
as something that does not produce lofty and symbolic goals but recognizes the 
interconnected practices of discrimination, bias, extraction and exploitation that 
constitute AI. In scrutinizing the AI safety movement’s focus on universalism and soft law, 
there can be a move toward meaningful accountability structures. 

Participation: Existential for Whom?
At the AI Safety Summit in 2023, then-US Vice President Kamala Harris noted: “threats 
are often referred to as the ‘existential threats of AI’ because, of course, they could 
endanger the very existence of humanity. These threats, without question, are profound, 
and they demand global action. But let us be clear. There are additional threats that 
also demand our action — threats that are currently causing harm and which, to many 
people, also feel existential” (Harris 2023).

Harris then listed potential threats, which also feel existential to certain groups, 
including abuse from the threat of explicit deep-fake photographs, wrongful 
imprisonment and AI-enabled misinformation. Amba Kak, the executive director of 
AI Now, further argues that AI safety ought to be designed and implemented by those 
who are most impacted (Kak 2023). Figure 4 details how systemic biases create unjust 
impacts that become normalized when they are collected as seemingly objective data 
(D’Ignazio and Klein 2020; Baack 2024). When this data is then used to train AI models, 
the models reify these biases as normal and objective (Gillespie 2024). 



8

Avoiding Catastrophe Through Intersectionality in Global AI Governance 

If these impacts continue to go unaddressed at the systemic level, with solutions 
prioritizing transparency (Ananny and Crawford 2018), anti-discrimination discourse 
(Hoffmann 2019) and corporate control (Stark, Greene and Hoffmann 2020) then the 
development of AGI will be imbued with these systemic harms. AI safety needs to 
embrace multifaceted, multi-stakeholder participation to address situated existential 
risk, as those at the margins often feel existential risk first (Lucero-Matteucci 2023). 
While there is a definite barrier to ensuring meaningful participation, a commitment to 
developing feminist AI involves not only a commitment to non-discrimination, but also a 
commitment to increased digital literacy, investment into public intervention strategies 
such as citizen juries or mini publics (Brandusescu and Sieber 2023) and available grants 
to develop community-focused safe AI. A proactive approach would enable pathways for 
meaningful participation and inclusion of various stakeholders through pre-emptive input 
from marginalized communities and shifting the power to use and deploy algorithms to 
the communities in which they will be utilized (Okidegbe 2022).

Much of the discussions surrounding AI safety present similar concerns to those argued 
by feminist AI scholars — both viewpoints are concerned with the potential future of AI, 
both want to establish clear safeguards and both challenge the idea that AI is universally 
beneficial. However, within the AI safety movement, there is a clear lack of diverse 
perspectives. AGI will reflect the biases we are already seeing in AI today. To address 
gaps in AI safety, there is a need to highlight how certain groups are experiencing 
forms of existential risks due to the detrimental harms posed by AI. Policy design must 
acknowledge the interconnectedness of systemic biases and future AI risk. In merging AI 
safety with feminist theory, this paper has argued for an account that challenges current 
power structures to prevent future risks.

Figure 4: Breaking Down AI Existential Risk

Source: Author.
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Recommendations
• Recommendation 1: Policy makers should conduct rigorous audits of AI safety 

policies utilizing the Feminist AI Policy Framework both pre- and post hoc, to ensure 
an ongoing commitment to intersectionality. 

• Recommendation 2: AI safety initiatives should incorporate attempts to address 
risks that are existential at differing intersectional levels by holding corporate 
actors accountable for discrimination, extraction and exploitation occurring from 
their AI systems.

• Recommendation 3: Future AI safety policies should underscore that future existential 
threats are grounded in current harms and need to be addressed using a diverse set of 
technical knowledge and lived experience throughout the policy life cycle.
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