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Introduction
The rise of digital platforms has revolutionized how individuals communicate, 
engage and organize, offering unprecedented opportunities for connection. However, 
these platforms have simultaneously facilitated the proliferation of hate speech, 
misinformation and extremism, leading to significant real-world consequences 
(Boulianne and Lee 2022; Ganesh and Bright 2020; Zhang and Davis 2022). Online 
harassment targeting marginalized communities and the organization of hate-fuelled 
events exemplify how the internet has become a critical battleground in the fight against 
hate (Citron 2014; Inara Rodis 2024; Matamoros-Fernández 2017).

Hate speech — defined broadly as abusive or threatening communication directed at 
individuals or groups based on characteristics such as race, religion, ethnicity or gender 
(Bartlett et al. 2014; Felmlee, Inara Rodis and Zhang 2020; Howard 2019; Paz, Montero-Díaz 
and Moreno-Delgado 2020) — carries profound societal and legal implications. It fosters 
divisions, incites violence and undermines democratic values (Gelber and McNamara 
2015; Piazza 2020). While governments, social media companies and civil society actors 
increasingly recognize the urgency of addressing hate speech, significant challenges 
remain. These challenges include difficulties in defining hate speech across cultural 
contexts, regulating global platforms and balancing the protection of free expression with 
the imperative to prevent harm (Banks 2010; Brown 2018; Silva et al. 2021).

Pierre Bourdieu’s (1984) concepts of habitus and field provide a compelling sociological 
framework for understanding the dynamics of online hate speech. For Bourdieu, fields 

Key Points

 • The rise of digital platforms has transformed communication but also enabled the 
spread of hate speech and divisive content. Algorithms optimized for engagement 
have created feedback loops that reinforce polarizing behaviours and narratives, 
highlighting the tension between user engagement and harm reduction.

 • Pierre Bourdieu’s concepts of habitus and field provide insight into the interplay 
between platform structures and user behaviour. Platforms, as digital fields, condition 
user dispositions through algorithms and content prioritization, fostering echo 
chambers and reinforcing harmful patterns.

 • Existing legal frameworks, often outdated in the context of digital technologies, 
struggle to address the rapid proliferation of online hate speech. Recent efforts, such 
as Canada’s Bill C-63, aim to introduce regulatory mechanisms to reshape platform 
practices and promote accountability.

 • While artificial intelligence (AI) is a critical tool for moderating content at scale, 
it struggles with nuanced context, low-resource languages and biases. Effective 
moderation requires hybrid models that integrate AI efficiency with human oversight 
to ensure fairness and accuracy.

 • This working paper suggests promoting algorithmic transparency, strengthening 
global legal frameworks, investing in inclusive AI innovations, enhancing accountability 
through robust oversight and enabling users with education and tools to challenge 
hate speech and misinformation effectively.
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are structured spaces where norms, rules and power dynamics shape social action. 
Within these fields, habitus refers to the deeply ingrained dispositions and practices 
that individuals develop through their interactions with social structures (ibid.). Online 
platforms function as digital fields, shaping user behaviour by establishing norms and 
expectations through algorithms, content moderation policies and structural designs 
(Ignatow and Robinson 2017; Julien 2015; Levina and Arriaga 2014). These algorithms, 
as mediators of platform dynamics, determine what content is prioritized and visible, 
conditioning user behaviour to align with engagement-driven incentives (Anderson 
2013; Burrell and Fourcade 2021; Tufekci 2018).

Users’ dispositions, or habitus, are conditioned by their interactions within these 
digital fields (Bourdieu 1984). Exposure to algorithmically amplified divisive content 
reinforces behaviours such as participation in echo chambers and engagement with 
polarizing narratives (Cinelli et al. 2021). These echo chambers can create a feedback 
loop where users’ actions further entrench the structural priorities of the platform, 
perpetuating harmful behaviours (Bakshy, Messing and Adamic 2015; Flaxman, Goel and 
Rao 2016). However, users are not entirely passive within these fields. Through collective 
action, such as organizing campaigns for transparency or engaging in counter-speech 
initiatives, users can challenge and reshape platform norms and practices (Obermaier 
2024; Poole, Giraud and de Quincey 2021). Such actions demonstrate the reciprocal 
relationship between structure and agency, as habitus reshapes the field while the field 
continues to condition habitus.

Regulatory frameworks introduce another dimension to this dynamic by acting 
as external forces capable of reconfiguring the digital field. Germany’s Network 
Enforcement Act (NetzDG) is a notable example, mandating content moderation 
and platform accountability, thereby reshaping both platform behaviour and user 
expectations (Tworek and Leerssen 2019). Similarly, calls for algorithmic transparency 
and ethical design reflect broader societal efforts to recalibrate the relationship between 
platforms and users, fostering digital fields that prioritize inclusivity over engagement 
metrics (Couldry and Mejias 2019). The legal frameworks for addressing hate speech are 
further discussed in the case studies section.

This working paper examines the interplay between technology, policy and legal 
frameworks in addressing hate speech. Specifically, it seeks to answer three critical 
questions: How do algorithms and platforms contribute to the amplification or 
mitigation of hate speech? What are the strengths and limitations of current legal 
frameworks regulating hate speech online? And how can AI-driven content moderation 
and enhanced transparency practices improve policy effectiveness? Using Bourdieu’s 
framework to analyze the reciprocal dynamics between digital fields and habitus, this 
paper provides actionable insights for policy makers, tech companies and civil society 
actors striving to create safer and more equitable digital environments.

Background and Methods
This section examines existing scholarship and practices related to the role of 
technology in amplifying hate speech, the legal responses addressing it and innovations 
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in content moderation, framed through the lens of Bourdieu’s concepts of habitus and 
field.

Technology’s Role in Amplifying Hate
The intersection of technology and hate speech has garnered significant scholarly 
attention, with research demonstrating how digital platforms amplify and normalize 
hateful content (Bartlett et al. 2014; Felmlee, Inara Rodis and Zhang 2020; Gelber and 
McNamara 2015; Howard 2019; Paz, Montero-Díaz and Moreno-Delgado 2020; Piazza 
2020). Unlike traditional platforms for hate speech, digital platforms leverage algorithms 
that increase the visibility of polarizing and controversial content, inadvertently 
amplifying hate speech with broader reach (Anderson 2013; Burrell and Fourcade 
2021; Tufekci 2018). The anonymity and speed afforded by online communication 
exacerbate these issues. Danielle Keats Citron (2014) highlights how anonymity reduces 
accountability, enabling individuals to express hostility they might otherwise suppress. 
Similarly, Alice Marwick and Rebecca Lewis (2017) discuss how networked technologies 
facilitate the rapid dissemination of hateful ideologies, allowing fringe groups to reach 
global audiences in unprecedented ways. Beyond passive dissemination, technology 
actively cultivates hate. Whitney Phillips (2015) emphasizes how extremists deliberately 
exploit algorithmic biases on social media platforms, ensuring their messages reach 
susceptible audiences. This pattern aligns with the concept of “platform affordances” 
(Boyd 2011), which suggests that the structural design of digital technologies inherently 
shapes user behaviours, including the propagation of hate speech.

Bourdieu (1984) offers a useful lens for understanding these dynamics through his 
concept of social fields — structured spaces of positions where power and capital 
(economic, cultural or social) are contested. Digital platforms function as such fields, 
with algorithms and design features acting as structuring mechanisms that dictate 
norms and expectations (Ignatow and Robinson 2017; Julien 2015). Optimized for 
engagement, these algorithms prioritize emotionally charged and polarizing content, 
inadvertently promoting hate speech (Anderson 2013; Burrell and Fourcade 2021; Tufekci 
2018). In these digital fields, users are conditioned to engage with content aligned with 
platform incentives, creating echo chambers and filter bubbles that reinforce biases 
and polarize discourse further (Cinelli et al. 2021). This conditioning reflects Bourdieu’s 
concept of habitus, wherein individuals’ dispositions are shaped by their environment, 
fostering behaviours conducive to divisive engagement.

Collectively, this body of literature underscores the pressing need for updated policies 
and enhanced platform accountability to address the technological amplification of hate.

AI-Driven Content Moderation
AI is increasingly used to moderate hate speech at scale, shaping the digital field 
through automated processes. Tools such as Google’s Perspective API and Twitter’s 
machine learning models analyze text for toxicity, flagging potentially harmful content 
(Nahmias and Perel 2021). While these tools provide efficiency, they often struggle with 
context. For instance, AI frequently misinterprets sarcasm, satire or cultural references, 
leading to false positives and negatives (Molina and Sundar 2022).

A significant limitation of AI moderation is its inability to address hate speech in low-
resource languages, leaving certain communities more vulnerable to harm. Studies 
emphasize the bias inherent in AI models trained predominantly on English data 
sets (Abid, Farooqi and Zou 2021; Bender et al. 2021). Efforts to develop multilingual 
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AI systems, such as Facebook’s natural language processing tools, show promise but 
require significant investment (Goyal et al. 2022). This disparity reflects the uneven 
conditioning of habitus across linguistic and cultural contexts within the global digital 
field (Siapera 2022).

Human moderators remain essential for providing the contextual understanding 
necessary to evaluate nuanced cases (Roberts 2019). However, the toll on moderators’ 
mental health highlights the ethical challenges of relying on human oversight to mitigate 
the limitations of AI systems (Gray and Suri 2019). This interplay between human agency 
and algorithmic structure underscores Bourdieu’s notion of the dialectical relationship 
between habitus and field (Gillespie 2020; Udupa et al. 2022).

Accountability and Transparency
Accountability mechanisms influence platform norms by introducing external oversight 
into the digital field. Transparency reports from platforms such as Facebook, Twitter and 
YouTube offer insights into moderation practices, but often lack detail about error rates, 
appeals outcomes and regional disparities (Gillespie 2018; Klonick 2018; Roberts 2019). Critics 
argue that these reports, while useful, are insufficient for holding platforms accountable and 
call for independent audits to verify their accuracy (Vogus and Llansó 2021).

Facebook’s Oversight Board, launched in 2020, represents an effort to embed external 
accountability within the platform’s field. The board reviews disputed moderation 
decisions and issues policy recommendations. However, there is critique of its 
limited scope and lack of enforcement power, suggesting that independent oversight 
mechanisms require broader authority to reshape platform fields effectively (Wong and 
Floridi 2023).

Calls for algorithmic transparency and ethical design reflect broader societal efforts to 
recalibrate the digital field. Nick Couldry and Ulises A. Mejias (2019) emphasize the need 
for platforms to prioritize inclusivity and public accountability over engagement-driven 
metrics. Such efforts aim to create fields that align with democratic values, fostering 
user dispositions that reject divisive content and promote inclusivity (Gulati 2023).

The role of technology and policy in addressing hate speech emerges as a critical 
focus, as demonstrated across the three case studies that follow. These cases reveal 
how technology’s design choices and operational practices can either amplify harmful 
content or serve as tools for mitigation, depending on the regulatory and accountability 
frameworks in place.

Case Study 1: TikTok and 
Platform Governance in the 
United States
Over the past two decades, platform governance in the United States has evolved in 
response to the rapid growth of social media and digital platforms. Initially, platforms 
such as Facebook, YouTube and Twitter were governed by broad protections under 
section 230 of the Communications Decency Act (1996), which shields platforms from 
liability for user-generated content while allowing them to moderate content in good 
faith. However, the rise of online misinformation, hate speech, and concerns about 



5

Sophie Xiaoyi Liu

privacy and national security have prompted a re-evaluation of these frameworks at 
both state and federal levels.

At the federal level, regulatory efforts have often focused on transparency, accountability 
and user protection. While section 230 remains foundational, successive administrations 
have explored reforms. Under the first Donald Trump administration, the Executive Order 
on Preventing Online Censorship in May 2020 directed the Federal Communications 
Commission to investigate whether platforms were engaging in unfair practices by 
moderating content with political bias. It also required federal agencies to assess their 
advertising spending on platforms accused of censorship. Furthermore, the administration 
proposed narrowing section 230 protections, specifically targeting platforms perceived 
to suppress conservative viewpoints. President Joe Biden’s administration later took 
a different approach, emphasizing the need to combat misinformation and foster 
accountability for harmful content. For example, Biden advocated for reforms that would 
increase platform responsibility for moderating harmful content, such as misinformation 
related to public health and elections.

At the state level, laws vary significantly. States such as California have enacted the 
California Consumer Privacy Act, targeting privacy rights and data security. Conversely, 
Florida and Texas have introduced legislation aimed at preventing perceived censorship 
of conservative viewpoints, highlighting the fragmented and often politically charged 
nature of state-level governance.

The US Congress has played an active role in platform governance, intervening 
through a combination of legislative proposals, hearings and public inquiries into big 
tech’s practices. Bills such as the SAFE TECH Act and the EARN IT Act aimed to refine 
section 230, introducing measures to hold platforms accountable for harmful content. 
High-profile congressional hearings with CEOs of major tech companies such as 
Facebook, Google, Twitter and TikTok have scrutinized platform practices, ranging from 
content moderation to algorithmic transparency and data privacy.

Under this pressure, platforms introduced reforms, including enhanced moderation 
policies, transparency reports, AI tools to identify hate speech and user data safeguards. 
However, the extent of the improvement remains uneven. While platforms have made 
strides in removing harmful content, critics argue that systemic issues persist, such 
as the algorithmic amplification of polarizing content (Cinelli et al. 2021; Daniels 2018; 
Gillespie 2018; Noble 2018; Schmitt et al. 2018; Tufekci 2018).

TikTok, owned by the Chinese company ByteDance, has faced intense scrutiny in the 
United States under the banner of national security. Concerns centre on the potential 
misuse of user data by the Chinese government, alongside the platform’s role in 
amplifying hate speech and misinformation (Vergun 2023). These concerns culminated in 
significant actions. In 2023, President Biden signed a bill, the No TikTok on Government 
Devices Act, into law, granting authority to ban TikTok on federal devices. Some 
states, such as Montana, moved to ban the platform outright within their jurisdictions 
with Senate Bill 419. These actions signal the prioritization of platform governance 
when framed as a national security issue, and heightened scrutiny suggests that with 
sufficient political will, regulatory frameworks can address data privacy, as well as the 
amplification of potentially harmful content
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Case Study 2: The Freedom 
Convoy Protests in Canada
The Freedom Convoy protests of 2022 underscore how social media platforms such 
as Facebook and Telegram acted as digital fields facilitating the organization and 
amplification of hate speech (Osman 2022). These platforms provided spaces where 
symbols of hate and targeted harassment against racialized communities and 
public officials were normalized (Daniels 2018; Ganesh and Bright 2020). Driven by 
priorities of engagement and virality, these platforms allowed harmful content to 
spread with minimal intervention (Anderson 2013; Burrell and Fourcade 2021; Tufekci 
2018), highlighting unchecked dynamics that prioritize user interaction over content 
moderation (Gillies, Raynauld and Wisniewski 2023; PressProgress 2022).

This digital field shaped the collective habitus of users, fostering dispositions that 
legitimized hate speech under the guise of free expression. Bourdieu’s framework 
illustrates how these platforms not only reflect societal power dynamics but also 
reinforce them. In the context of the Freedom Convoy protests, platform dynamics 
amplified narratives of intolerance and hostility, further marginalizing dissenting voices 
and deepening societal divisions (Askanius, Molas and Amarasingam 2024; Roy and 
Gandsman 2023).

Proposed legislation such as Bill C-63 aims to disrupt these dynamics through regulatory 
mechanisms designed to reconfigure the digital field. The bill proposes a Digital Safety 
Commissioner and mandated transparency requirements to establish new norms 
prioritizing harm reduction over engagement-driven practices. These measures seek 
to reshape user behaviours toward rejecting hate speech and promoting inclusivity. 
However, the effectiveness of these interventions hinges on robust enforcement and 
holding platforms accountable for their role in shaping harmful societal behaviours 
(Tenove and Tworek 2024).

Enforcement is a critical concern addressed by Bill C-63. The bill empowers the Digital 
Safety Commissioner to oversee compliance with new digital safety standards, ensuring 
platforms promptly remove harmful content. These compliance measures include 
imposing penalties for non-compliance, which aims to compel platforms to take 
swift action against hate speech and related content. By establishing clear guidelines 
and timelines for content moderation, Bill C-63 aims to eliminate the ambiguity that 
has allowed harmful narratives to persist unchecked. Moreover, Bill C-63 enhances 
enforcement through transparency requirements. Platforms must disclose their 
content moderation practices, detailing how they identify and remove harmful content 
and explaining their decision-making processes. This transparency aims to foster 
accountability and public trust, ensuring platforms uphold digital safety standards 
consistently and effectively (Gillies, Raynauld and Wisniewski 2023).

While these measures represent significant strides toward curbing online harm, 
challenges remain in ensuring universal compliance and addressing emerging forms of 
digital threats. Effective implementation will require continuous adaptation to evolving 
digital landscapes and close collaboration between regulatory bodies, platforms and 
civil society (Tenove and Tworek 2024).
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Case Study 3: Germany’s 
NetzDG and the European 
Union’s Digital Services Act
Germany’s NetzDG (2017) provides a compelling example of how regulatory frameworks 
can mitigate harm in digital spaces while striving to preserve essential freedoms. The 
requirement to remove unlawful content within 24 hours of notification fundamentally 
shifted platform behaviour, compelling companies to prioritize the timely moderation 
of harmful content. This intervention significantly reduced exposure to hate speech, 
fostering a digital environment where such behaviour became less visible and socially 
acceptable. Additionally, NetzDG introduced measures to ensure platform accountability 
through mandatory transparency reporting. Platforms must publish biannual reports 
detailing the number of complaints received, the volume of content removed and the 
processes used for moderation (Schulz 2018). These reports provide public scrutiny 
and encourage consistency in enforcement practices, illustrating how transparency 
mechanisms can strengthen platform governance.

At the same time, NetzDG incorporates safeguards to protect free expression. Judicial 
oversight allows users to challenge content removal decisions, offering a mechanism 
to address over-censorship and ensuring that legitimate discourse is not unduly stifled 
(Tworek and Leerssen 2019). These safeguards are critical for preserving democratic 
values within the digital field. However, the implementation of NetzDG has revealed 
complexities in enforcement. Platforms, seeking to avoid penalties, have often pre-
emptively removed borderline content, raising concerns about over-censorship. This 
highlights the tension noted by Bourdieu, as overly rigid field structures can suppress 
agency and creativity among participants.

The critical insights from NetzDG’s implementation underscore its dual impact: while 
effectively recalibrating the digital field to reduce harm, it also demonstrates the risks 
of stifling legitimate expression. The law’s transparency requirements and judicial 
safeguards serve as valuable mechanisms for balancing moderation with freedom. 
Ultimately, NetzDG offers a nuanced blueprint for how regulatory measures can 
mitigate harm while preserving essential freedoms, emphasizing the need for a dynamic 
approach to digital governance that evolves with societal needs.

NetzDG also provides a compelling example of a national framework that complements 
broader regulatory efforts such as EU Digital Services Act (DSA). NetzDG coexists with 
the DSA by focusing on national enforcement while adhering to EU-wide principles. 
For example, the DSA provides a harmonized framework for defining and addressing 
harmful content, ensuring consistency across member states, while NetzDG tailors 
these principles to Germany’s legal and cultural context. Both frameworks incorporate 
safeguards for free expression, with NetzDG allowing judicial oversight to challenge 
content removal decisions (ibid.). This safeguard aligns with the DSA’s requirement for 
transparent appeals processes, ensuring users can contest moderation actions.
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Findings and Conclusion
Across these case studies, Bourdieu’s concepts of habitus and field offer a valuable lens 
through which to understand the dynamic interplay between users, digital platforms 
and evolving regulatory structures. The design and operational logics of platforms — 
such as prioritizing emotionally charged, engagement-driven content — condition users’ 
behaviours and perceptions, often amplifying hate speech and divisive narratives. In 
this sense, the field exerts a structuring force on habitus, guiding users toward patterns 
of interaction that may reinforce harmful norms and exclude alternative viewpoints.

Regulatory frameworks and collective user actions emerge as critical avenues to disrupt 
these entrenched cycles. Germany’s NetzDG serves as an instructive example of how 
legal mandates can recalibrate digital fields. By compelling platforms to prioritize 
content moderation, transparency and accountability, the intervention shifts the 
structural conditions under which users operate. Furthermore, NetzDG’s enforced 
removal timelines and required transparency reports, as well as the DSA’s harmonized 
EU-wide standards, illustrate how state-level and supranational regulations can realign 
platform behaviours. 

The efficacy of such regulatory interventions also depends on supporting user agency. 
Although deeply influenced by the structural logics of platforms, users are not 
entirely passive. The provision of greater algorithmic transparency, appeals processes 
and user control tools can create opportunities for individuals and communities to 
resist dominant platform imperatives. This reciprocal relationship between field and 
habitus underscores that neither regulation nor user action alone can fully address the 
complexities of hate speech online. Instead, meaningful solutions lie at the intersection 
of well-enforced regulatory frameworks, intentional platform design choices, effective 
AI-driven moderation tools and empowered user communities. Together, they can 
reconfigure the digital field, guiding habitus toward dispositions that uphold democratic 
values, foster constructive discourse and, ultimately, contribute to safer and more 
equitable digital environments.

Recommendations
To address the amplification of hate speech and promote accountability, this working 
paper proposes a set of targeted policy interventions that align technology, policy and 
ethical practices. These recommendations aim to foster safer digital environments 
by aligning technological systems with ethical practices, strengthening legal 
accountability and enabling users to contribute to a more equitable online landscape.

• Recommendation 1: Strengthen legal frameworks and global cooperation. 
Effective hate speech regulation requires cohesive legal frameworks that balance 
enforcement with free expression. International standards, such as the UN Rabat Plan 
of Action, should harmonize definitions of hate speech and enforcement practices 
to foster consistency across jurisdictions. Regional regulations such as the European 
Union’s DSA can serve as adaptable models, emphasizing transparent appeals 
mechanisms and tailoring to local cultural contexts.
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• Recommendation 2: Enhance accountability through transparency. Platforms must 
adopt comprehensive transparency measures to ensure accountability in content 
moderation. Detailed transparency reports should include data on flagged content, 
error rates, appeals outcomes and regional disparities. Independent oversight 
bodies with enforcement authority should monitor platform practices and ensure 
compliance. Platforms can further build public trust by implementing real-time 
updates on flagged and moderated content.

• Recommendation 3: Guide users through education. Users play a vital role in 
combatting hate speech. Digital literacy campaigns should educate individuals 
on identifying and addressing hate speech and misinformation, with a focus on 
vulnerable populations. Simplified reporting tools should make it easier for users 
to flag harmful content and receive timely responses. Counter-speech initiatives 
that promote positive, inclusive messaging should be supported to challenge hate 
narratives effectively.
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