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Introduction 
Independent technologies such as AI and the Internet of Things are increasingly 
merging across multiple domains. Technological convergence describes the 
phenomenon where two or more independent technologies integrate and form a new 
result, otherwise known as converging technologies (Park 2019). It is analogous to a 
compound word, where two separate entities create a new, distinct result, for example 
“cell” and “phone” — “cellphone.” General examples of CTs include electric vehicles, 
cryptocurrency and, notably, AWS. This working paper will focus on the development 
of AWS in the context of the US-China rivalry. It looks at military AI approaches, the 
merging of chips and AI to produce AWS, and current governance frameworks. Overall, 
it is a preliminary overview to examine how private, public and state actors can regulate 
the use and development of CTs in the defence sector.

As technological competition rises, states have turned their attention to AWS;1 they are 
often touted as the future of warfare (Office of the Director of National Intelligence 2021). 
The merging of chips and AI have resulted in the rapid development of AWS — a prime 
example of technological convergence. The acquisition of chips and development of AI 
are important for the military industry as they are broadly applicable.2 Both technologies 
are integral to the future enhancement of military capabilities, particularly to quicken 
decision-making processes and data processing in AWS (O’Brien 2024). China and the 
United States are especially interested in competing in this domain to assert military 
power. 

1 They are also often known as lethal autonomous weapon systems. In this paper, the term “autonomous weapon systems” 
will be used to encapsulate both “lethal” and “non-lethal” technology.

2 Especially in loitering munitions and other drones.

Key Points

 • Technological convergence describes the tendency for independent systems to 
merge or interact with each other, producing new outcomes. In the defence sector, 
converging technologies (CTs) are expanding the potential for innovation in the 
development of autonomous weapons systems (AWS). 

 • The United States and China are innovating stronger military technologies through 
civil-military fusion (CMF). China’s initiatives are more state driven; the US approach 
focuses on bridging public and private sector ventures and leverages the free market 
more. These different approaches are somewhat expected, given both countries’ 
systems and institutions, but they also demonstrate a greater merging of civil and 
military realms.

 • Both states are leveraging CTs such as semiconductors and artificial intelligence (AI) 
to strengthen their weapons. Great power rivalry, coupled with a lack of incentives to 
stop progress, highlights non-compliance issues that may come with hardline bans 
against AWS development. States such as China and the United States can be framed 
as rivals but they fundamentally agree that AI should be developed and used safely.

 • State actors must come to international agreements on what is considered 
appropriate ratios of human-to-machine judgement in military technology and 
frameworks for the safe use of CTs in the military domain. Continued academic and 
general discourse is necessary to further establish concrete policy.
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American and Chinese Military 
Strategy 
The United States: Leveraging “Entrepreneurial Spirit”3

The US Department of Defense (DoD) is emphasizing the urgency to innovate in an era of 
strategic competition with China. It aims to maintain military power and leadership by 
accelerating the adoption of data, analytics and AI technologies into its defence sector 
(DoD 2023a, 1). In its 2023 National Defense Science and Technology Strategy, the United 
States acknowledges the importance of collaboration in technology and innovation 
to maintain military advantages (ibid.). It hopes to “sharpen [its] competitive edge” 
through three actions: 

• investment in information systems and establishing processes for analysis that can 
better inform choices in science and technology (S&T) investments (ibid., 2);

• fostering a “more vibrant” defence innovation ecosystem, quickening the integration 
of new technology, and improving communication within and beyond the DoD (ibid.); 
and

• leveraging American “entrepreneurial spirit” and strengthening foundations for 
research and development (R&D) — this includes improving and nurturing talent, 
developing physical and digital infrastructures and stronger collaboration across all 
stakeholders (ibid., 1, 2).

The American strategy for AI integration in the military sector follows these set 
guidelines and the “AI Hierarchy of Needs.”4 The focus has shifted to employ AI to 
iterate and invest in data-driven or AI-empowered systems, incentivize more joint 
experimentation and concept development, and accelerate software acquisition and 
the procurement of emerging technologies (DoD 2023b, 7). Many of these initiatives are 
motivated by a desire to outpace China’s growth (ibid.). 

China: Becoming an S&T Superpower 
China’s military strategy is founded in a broader guiding ideology, which consolidates 
characteristics of Chinese identity such as Deng Xiaoping Theory and the “Three 
Represents”5 to achieve “the great rejuvenation of the Chinese nation” (CSET 2019, 3). 
In practice, China aims to advance technological, economic and social development 
simultaneously, aiming to:

• reorganize and establish new groups of key national laboratories and “innovation 
bases” for emerging technology research (importantly, China hopes to diversify 

3 Note: This paper was written before the second Trump administration.

4 The AI Hierarchy of Needs is made up of three pillars: responsible AI, insightful analytics and metrics, and quality data 
(DoD 2023b, 7).

5 The “Three Represents” encapsulates a vision for China focusing on advanced productivity, advanced culture and the 
principal interests of the Chinese population (Kwan 2002).
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investors and promote the “modernization” of management, business and 
employment mechanisms) (The People’s Government of Fujian Province 2021); 

• bolster innovation by increasing R&D spending, granting tax deductions on R&D 
costs and offering other preferential tax treatment to high-tech enterprises (ibid.); and

• encourage collaboration between enterprises and universities and research institutes 
(ultimately, foster national talent to increase international competitiveness) (ibid.).

By 2030, China hopes to lead innovation globally; the country strives to be an established 
S&T superpower by 2050 (CSET 2019, 4–6). Notably, China wants to deepen CMF for 
innovation — directly addressing the notion of technological convergence (ibid., 12). 
Further, China hopes to become the world’s leading AI power by 2030 and wants to 
develop the People’s Liberation Army (PLA) into a “world class military” by 2049 (Nelson 
and Epstein 2022). Chinese President Xi Jinping continues to reinforce the nation’s 
commitment to “intelligentization” alongside “informatization,” expressing a desire to 
improve and speed up unmanned, intelligent combat capabilities (Kania 2020a, 84). 

Technological Convergence in 
AWS
Semiconductors, AI and Weapon Systems
Although many parts merge to create AWS, two technologies are of particular interest 
considering US-China relations: semiconductors and AI. The United States has 
historically led innovation in the semiconductor industry (Miller 2022). However, its 
position has been threatened by an increasingly fragmented manufacturing process, 
offshoring and interstate competition — namely with China (Miller 2022; Hammer 
2020, 39). China’s decades-long campaign to become a semiconductor hub has been 
successful: its large market demand for chips, growing number of experts in the field 
and government support have been instrumental. Notably, both countries are also 
locked into a mutually dependent relationship. Twenty-five percent of the United States’ 
semiconductor sales come from China, and American companies have benefitted from 
Chinese investment as it reduces the cost of manufacturing; Chinese tech companies 
also often rely on US chips and designs (Tian and Zhang 2022; Thomas 2021). Despite 
this, both nations are trying to decouple, recognizing geopolitical risks (Crow and Niblett 
2024). Importantly, the fight over Taiwan — the source of 60 percent of the world’s 
semiconductors — is increasing tensions (The Economist 2023). The United States and 
China are leveraging AI to display their innovative power; this translates especially in 
the battlefield through AWS. 

AI progress is reliant on its corresponding hardware, namely advanced microelectronics, 
which provide the necessary enhanced processing power (Singh 2023, 1). As 
semiconductors and AI merge and become more advanced, so do AWS. On the hardware 
side, more transistors in a chip equates to increased power, resulting in enhanced 
capabilities (Miller 2022; Rose and Levantovscaia 2024). On the software side, AI is 
used in many capacities to strengthen AWS. Weapon systems use various algorithms, 
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including neural-network-powered6 AI “agents,” which are capable of autonomously 
performing tasks on behalf of a user or another system (Longpre, Storm and Shah 
2022, 49; Gutowska 2024). These agents have been integrated into AWS for navigation, 
target tracking, interception decisions and threat assessment. Notably, this facilitates 
quicker decision making by streamlining data analysis (Marwala 2023). The level 
of reliance on the machine in this decision-making process can be thought of as a 
spectrum, conceptualized through a “loop” (see Figure 1). AWS used in the battlefield 
today largely operate unmanned: the decision to use force is made by an algorithm, with 
varying degrees of input by a human actor (Heyns 2016). Discussion surrounding the 
“loop” remains a key point of discourse.

The PLA has focused its efforts on the development of robotic and unmanned systems, 
and advanced missiles with precision guidance — some of which possess at least limited 
degrees of autonomy (Kania 2020b, 3). Overall, however, there is no direct evidence that 
the PLA has a formally constructed weapon system that can be considered fully “off-
the-loop” (ibid., 4). The United States also does not have a fully “off-the-loop” system 
(DoD 2016). The DoD is ramping up autonomous weapons R&D but maintains that it 
will never fully “outsource” decision-making processes regarding force to a machine 
(De Vynck 2021). Both states remain committed to human oversight over autonomous 
machinery. 

CMF
Dual-use technology enables state actors to speed up innovation in the military sector 
(Longpre, Storm, and Shah 2022, 48). For example, the same tools that self-driving  
cars might use — in tracking and identifying humans to steer clear of — can be  
re-tasked easily with finding and targeting military enemies. Recognizing this, both the 
United States and China are merging their public and private sectors to bolster military 
technological innovation. China’s innovation strategy refers directly to encouraging a 
“two-way transfer and transformation of military-civil technology” to enhance military 
power. China also has a national CMF strategy that reiterates this (Xi 2017). Recently, 
China has pivoted to incentivizing its private technological firms to undertake military 
development projects; it hopes to harness private sector creativity and competition 
instead of relying solely on state-owned enterprises (Nouwens and Legarda 2018, 5). 
Similarly, the United States has long been leveraging and adopting commercial 

6 Neural networks are a subset of machine learning algorithms, used to build models. Each network consists of layers of 
“neurons,” which process data to recognize patterns and/or make predictions (IBM 2021).

Figure 1: Level of Machine Reliance in Decision Making in AWS
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Source: Author.
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technologies in its military sector (Vergun 2023). This CMF allows for both countries to 
advance more rapidly than they otherwise would. 

The Chinese military industry is still primarily dominated by a small number of state-
linked entities, while the American military industry is more aligned with the private 
sector. The patents filed by private and public sector actors in each state exemplify this. 
Isolating patents related to AWS using the search term “autonomous weapons systems” 
generates 5,627 results for China and 4,896 results for the United States. The use of the 
term “autonomous” in titles is only present in 176 and 156 results, for China and the United 
States, respectively (see Table 1). All direct mentions of “autonomous” in the patent’s title 
were then extracted and filtered by current assignee to determine whether the patent was 
filed by a private or public sector entity (see Table 2). 

Table 1: Google Patent Search Results for “Autonomous Weapons Systems”

Terms Number of Patents 
Filed by China

Number of Patents Filed 
by the United States

“Autonomous weapons systems” as sorted by Google Patents7  5,627 4,896

Use of word “autonomous” in patent title 176 156

Source: Author (compiled based on Google Patents search).

Table 1: Google Patent Search Results for “Autonomous Weapons Systems”

China

Current Assignee Type Instances

University 52

Military-affiliated (PLA) 11

Corporation 64

Factory 2

Institute 45

Foreign 1

Individual 1

Total Instances: 176 

United States

Current Assignee Type Instances

University 3

Military-affiliated (DoD, Navy, Air Force, etc.) 10

Corporation 120

Individuals 21

Foreign 2

Total Instances: 156

Source: Author (compiled based on Google Patents search).

7 See https://patents.google.com/xhr/query?url=q%3D(autonomous%2Bweapons%2Bsystems) 
%26oq%33Dautonomous%2Bweapons%2Bsystems%26clustered%3Dtrue&exp=&download=true.

https://patents.google.com/xhr/query?url=q%3D(autonomous%2Bweapons%2Bsystems)%26oq%3Dautonomous%2Bweapons%2Bsystems%26clustered%3Dtrue&exp=&download=true 
https://patents.google.com/xhr/query?url=q%3D(autonomous%2Bweapons%2Bsystems)%26oq%3Dautonomous%2Bweapons%2Bsystems%26clustered%3Dtrue&exp=&download=true 
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The instances were sorted into either “public sector” or “private sector.” “Universities,” 
“corporations,” “individuals” and “foreign” are considered private; “factory,” “institute” and 
“[military]-affiliated” are considered public. Within this sample, China is leading in patents 
against the United States by 20 points. Patents filed in the United States are primarily 
under the private sector, whereas Chinese patents place comparatively more emphasis 
on the public sector. This distinction can be partially attributed to the differences between 
American and Chinese systems, institutions and culture. However, this ratio of public-to-
private (see Figure 2) also points to an increasing trend of CMF in both states.

Figure 2: Chinese and American Patent Distribution Between Private and Public Sectors

Chinese Patents, Public and 
Private Sector Distribution

Public Sector

American Patents, Public and 
Private Sector Distribution

Private Sector Public Sector

92%

67%

33%

8%

Private Sector

 

Source: Author.

Existing Governance 
Frameworks and Challenges 
Current Policies on CTs 
Although the term “technological convergence” was coined in 1963, the phenomenon has 
taken on new meaning through emerging technologies (Rosenberg 1963, 423). Today, the 
potential effects of converging technologies are global, and ethical-regulatory challenges 
remain (Helbing and Ienca 2024, 14). There are few policies in place for the specific task 
of overseeing technological convergence. The Political Declaration on Responsible Use of 
Artificial Intelligence and Autonomy, for example, is a landmark document that aims to set 
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standards and provide international oversight (US Department of State 2023)8 . However, 
the notion of CTs in the military realm remains relatively new; more discourse is necessary 
to further establish and have stakeholders agree to concrete policy. 

American and Chinese Perspectives 
AWS that function without human control or oversight are prohibited by the United 
Nations.9 However, issues regarding the level of “human control and oversight” remain. This 
problem is echoed in both the United States’ and China’s perspectives toward international 
regulation of AWS, as summarized through two key documents: the US DoD Directive 
3000.09 “Autonomy in Weapons Systems” and China’s statement at the 2023 Meeting of 
the High Contracting Parties to the Convention on Certain Conventional Weapons (CCW). 
In the American case, Directive 3000.09 requires that all systems be designed to “allow 
commanders and operators to exercise appropriate levels of human judgement over the 
use of force” (Office of the Under Secretary of Defense for Policy 2023, 3). This premise 
ensures that all R&D related to autonomous military innovation includes at least some 
level of human input; however, “appropriate” is a vague term, meaning this delineation of 
“human judgement over the use of force” can shift dramatically on a case-by-case basis. 
In the Chinese case, Ambassador Shen Jian’s statement highlights China’s alignment with 
the American perspective about human judgement. China agrees with a “people-centred 
approach” and the notion of “AI for good,” noting that ethics should be put above all when 
it comes to AI (Delegation of China 2021). Importantly, China also believes that all countries 
should fully enjoy the right to peaceful use of dual-use nature technology. Overall, relations 
between China and the United States are often thought of as a rivalry; however, they share 
complementary views on some aspects of AI governance. The two nations held their first 
intergovernmental meeting on AI on May 14, 2024. Although this did not yield concrete 
decisions or deliverables, it represents a step forward in China-US diplomacy.  

Recommendations 
• Encourage further academic and general discourse on CTs. More academic and 

general discourse on the safe use of CT in the military sector would help stakeholders 
build a more nuanced framework for development. A bottom-up model where students 
and professionals alike are included in the conversation may bolster creative solutions. 
For universities, discussions and workshops about CTs and CT governance could be 
integrated into curricula. On a larger scale, international fora such as the CCW should 
continue to yield space for frameworks such as the Political Declaration, especially 
regarding AWS; individual states can then interpret and learn as needed. Nations should 
continue to reach a mutual understanding on how to ensure military CTs are developed 
responsibly. 

• Redefine appropriate levels of human judgement in AWS. States should agree on 
internationally recognized definitions of what are considered appropriate levels of 
human judgement in AWS. These definitions should align with the interests of each state, 

8 The declaration has been endorsed by 58 states as of November 27, 2024. It provides a framework to build an international 
consensus around responsible behaviour and guide state development and use of military AI.

9 See https://disarmament.unoda.org/the-convention-on-certain-conventional-weapons/background-on-laws-in-the-ccw/.
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their militaries and their operators. Although the notion of the “loop” may be helpful in 
conceptualizing levels of machine-to-human decision making, this should not be codified 
into definitions; the concept can be easily muddled and may apply in contradictory ways 
based on the situation. As these definitions become clearer, international frameworks 
for the degree of human-machine decision making in AWS and approaches for safe 
integration of CTs can be established. 

• Foster further bilateral and multilateral discussion between great powers and other 
stakeholders. Unyielding innovation rivalry between the great powers is dangerous 
given CTs’ propensity to apply to the military sector: discussion and mutual agreement is 
necessary to prevent further tension in weapons development. The United States, China 
and other states should partake in further discussion — such as the intergovernmental 
meeting on AI between the United States and China —about R&D policy driving CMF 
and maintaining standards concerning AI weapons. 
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