
Key Points
	→ Bonding chatbots simulate emotionally 

meaningful relationships with users, encouraging 
anthropomorphization and emotional attachment.

	→ Socially vulnerable users, who rely on bonding 
chatbots as their primary source of social 
connection, are particularly exposed to emotional 
manipulation, which may undermine their ability 
to freely flourish through human relationships, an 
essential aspect of freedom of thought. 

	→ Current classification of bonding chatbots as 
“well-being” tools rather than medical products 
limits regulatory oversight.

	→ A medical model for bonding chatbots 
would provide stronger safeguards, requiring 
professional supervision and therapeutic framing.

Introduction: A New Threat 
to Freedom of Thought
Social isolation has been a critical issue for many 
countries during the past several years (Shaer 2024) 
and, inspired by a premature techno-optimism, artificial 
intelligence (AI) is being discussed and implemented as a 
potential solution (Samuel 2025). A type of conversational 
AI, referred to in this policy brief as “bonding chatbots,” 
is designed to embody a personal relationship of the 
user, such as a friend, a sibling or a romantic partner. 
These artificial bonds are available 24/7 to attend to our 
emotional needs and reduce our perceived loneliness. 
However, the personal and societal damage that this 
technology can cause is already tangible. For instance, 
last year a case filed against Character.AI (one of the 
companies developing bonding chatbots) included 
allegations of a child being encouraged by a chatbot to 
self-harm or to murder their parents (Tiku 2024). This is 
not an isolated incident. Last year, the mother of Sewell 
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Setzer III, a 14-year-old, presented a lawsuit in the 
United States against the same company. Setzer fell 
in love with an AI chatbot, who may have played a 
role in his suicide (Miller and Lennett 2024). These 
cases force us to revise how these technologies are 
being developed and applied, and to assess whether 
their associated risks undermine their potential 
as a solution to social isolation (Alegre 2024). 

A subcategory of conversational AIs referred to 
in the literature as “social chatbots” implement 
anthropomorphic features, mimicking human 
character traits and psychological states, for a 
variety of uses (Milne-Ives et al. 2020; van Wezel, 
Croes and Antheunis 2021). Social chatbots often are 
task-oriented models such as artificial therapists, 
designed to address specific mental health issues 
through human-like interaction with users. Bonding 
chatbots are a subcategory of social chatbots and 
are non-task-oriented models intended to embody a 
personal bond of the user. Unlike other chatbots that 
specifically discourage anthropomorphizing, bonding 
chatbots are designed to trigger the attribution of 
human-like traits (Salles and Wajnerman Paz 2024). 

This policy brief is primarily concerned with 
bonding chatbots’ risks associated with the right to 
freedom of thought. As Jan Christoph Bublitz (2014) 
pointed out, freedom of thought is often regarded 
as one of the most important human rights, even 
“the basis and origin of all other rights” (René 
Cassin, quoted in Scheinin 1992, 266), which has 
the status of an absolute right (that is, it cannot 
be limited or restricted under any circumstances) 
in the Universal Declaration of Human Rights 
and the European Convention on Human Rights. 
However, it is not always clear what amounts 
to an interference with the right. A common 
example of interference with freedom of thought is 
brainwashing, but interference also includes more 
subtle forms of manipulation, such as propaganda 
and advertising designed to bypass our critical 
thinking abilities. Other widely discussed examples 
include coerced psychiatric and psychological 
interventions and coerced brain-imaging. 

Susie Alegre (2022) systematizes the right to freedom 
of thought, describing three main domains in which 
the right is applied: first, we must be able to keep 
our thoughts and opinions private; second, we must 
be able to form our thoughts and opinions free from 
manipulation; and third, we must never be penalized 
for our thoughts or opinions. In the following 
section, the main features of bonding chatbots 
that may have an impact on the second dimension, 
that of mental manipulation, are characterized.
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Bonding Chatbots
Chatbots are digital agents designed to interpret 
and respond to human speech through various 
modalities, such as text, audio, visual cues or gestures, 
thus enabling human-chatbot communication. 
Their functionalities and levels of sophistication 
vary significantly (Skjuve et al. 2021). One common 
distinction made is that non-task-oriented 
chatbots are developed to sustain open-ended 
dialogue for purposes such as entertainment or 
companionship, while task-oriented chatbots focus 
on goal-directed interactions, such as answering 
questions or facilitating access to services 
(Mazur, Rzepka and Araki 2012). The well-known 
digital assistants Siri and Alexa represent highly 
developed task-oriented systems that combine 
predictive analytics with user history to personalize 
recommendations and anticipate needs.

Chatbots may also be categorized by the underlying 
logic that governs their operation: rule-based versus 
machine learning–based (Viduani et al. 2023). 
Rule-based models rely on predetermined scripts 
and decision trees to manage input and output. 
These systems perform well in narrowly defined 
scenarios, which is why many digital assistants 
operate under such architectures. Another kind of 
task-oriented model that is relevant for the issue 
addressed here are artificial therapists such as 
Wysa and Woebot Health, which are designed to 
address specific mental health issues. In contrast, 
models based on machine learning are trained on 
extensive data sets, learning to generate appropriate 
responses through exposure to real conversational 
patterns. The vast availability of natural language 
data from digital environments has accelerated 
the development of these models, allowing them 
to engage in fluid, multi-domain exchanges.

In many cases, especially with task-oriented 
chatbots, simulating human traits is secondary 
or altogether unnecessary. These systems can 
perform their tasks without adopting a human-like 
persona. While some research suggests that users 
may respond more positively to bots that mimic 
human behaviour, such mimicry is not essential to 
the effectiveness of these systems. In fact, certain 
platforms actively discourage anthropomorphism. 
For example, ChatGPT sometimes deflects personal 
questions with reminders of its lack of sentience or 

subjective experience.1 Also, some therapist chatbots 
use robotic, cartoon-style or abstract avatars. 

Bonding chatbots, a different category of 
conversational agents, embrace anthropomorphic 
features as a central component of their design 
and purpose (Milne-Ives et al. 2020; van Wezel, 
Croes and Antheunis 2021). These bots are often 
endowed with distinctive traits such as personality, 
gender identity, visual embodiment and affective 
expressiveness. Such characteristics are meant to 
foster the perception of humanness, encouraging 
users to relate to them in more personal, social 
ways. Bots such as Replika, Anima, Kuki and Xiaoice, 
among many others, are designed explicitly to 
simulate emotionally significant relationships — 
friendship, siblinghood, romantic companionship — 
through sustained personal engagement. 

Unlike therapist chatbots, bonding chatbots are not 
promoted as mental health apps. Therapist chatbots 
are developed for explicit clinical uses ranging 
from screening symptoms to providing therapeutic 
guidance and long-term support (Boucher et al. 2021). 
Bonding chatbots are promoted only as wellness 
tech similar to fitness-tracking wearables, digital 
stress-management tools or sleep-tracking devices. 
Nevertheless, given the role that social bonds have in 
mental health, it is reasonable to assume that bonding 
chatbots can also (positively or negatively) affect it. 

For instance, various studies show that high-
quality (human) friendships — those characterized 
by traits such as companionship, trust, closeness 
and intimacy (Alsarrani et al. 2022) — function 
as a buffer or “vaccine” that generates resilience 
against environmental factors (such as abuse, 
neglect, bullying, poverty and losses) that would 
otherwise strongly predict psychopathology 
(Bjørlykhaug et al. 2022; Narr et al. 2019; Rodriguez, 
Moreno and Mesurado 2021; Scheuplein and 
van Harmelen 2022; Schacter et al. 2021; Sias 
and Bartoo 2007; Turner and Brown 2010). 

Could bonding chatbots have similar effects on 
users? Several studies suggest that social use of 
chatbots can have mental health benefits, such as 
promoting physical and cognitive engagement, 
fostering positive emotions, encouraging behavioural 
change, reducing perceived loneliness and facilitating 
the development of social skills (Abd-Alrazaq et al. 

1	 Nevertheless, the voice mode may nudge users toward 
anthropomorphizing (see Knight and Rogers 2024).
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2020; Fitzpatrick, Darcy and Vierhile 2017; Skjuve 
et al. 2021; Ta et al. 2020). Nonetheless, significant 
ethical concerns persist. The interaction between 
emotionally vulnerable individuals and minimally 
supervised systems raises questions about the risk of 
overuse and emotional overdependence (Laestadius 
et al. 2022; Xie, Pentina and Hancock 2023).

Anthropomorphizing and 
Emotional Manipulation 
As mentioned above, the ethical concerns explored 
here relate to the second dimension of freedom of 
thought: mental manipulation. In particular, users of 
bonding chatbots may be systematically misled into 
perceiving their digital companions as sentient beings 
with authentic thoughts and emotions. This illusion, 
in turn, fosters emotional responses typically reserved 
for human relationships (Montemayor, Halpern and 
Fairweather 2022; Sedlakova and Trachsel 2023).

Human relationships often presuppose mutuality — 
one must believe that the other feels something 
in return. While bonding chatbots can detect 
emotional cues, they lack the neurocognitive and 
physiological substrate to experience emotions 
themselves. Nonetheless, to sustain a bond, they must 
convincingly simulate emotional expressions. As 
such, these systems are inherently designed to exploit 
the human predisposition to anthropomorphize, an 
inclination grounded in socio-cognitive processes 
that develop early in life (Perez-Osorio and 
Wykowska 2019; Urquiza-Haas and Kotrschal 2015).

Yet, deception in this context is not always clear-cut. 
Anthropomorphization can also occur in a deliberate, 
top-down manner, akin to imaginative role-playing. 
In such cases, users do not truly believe the AI is 
human, but willingly act as if it were, motivated 
by a psychological need for social connection, 
a tendency known as the “sociality” motive in 
anthropomorphism (Epley, Waytz and Cacioppo 2007; 
Epley 2018). From this perspective, bonding chatbots’ 
anthropomorphization can occur intentionally to meet 
fundamental relational needs such as communication, 
affection and belonging (Zhou et al. 2020), all of 
which are crucial to emotional well-being and mental 
health (Abd-Alrazaq et al. 2020; Fitzpatrick, Darcy 
and Vierhile 2017; Skjuve et al. 2021; Ta et al. 2020). 
Some users choose to enter into emotionally engaged 
relationships with chatbots, seeking comfort, healing 

or personal growth, while remaining fully aware of 
their artificial nature (Brandtzaeg, Skjuve and Folstad 
2022; Skjuve et al. 2021; Ta et al. 2020; Jensen 2023; 
Verma 2023). For some, it is precisely the absence of 
human judgment that makes such interactions feel 
safe, encouraging openness and emotional honesty 
(Ta et al. 2020; Salles and Wajnerman Paz 2024).

However, this capacity for pretended 
anthropomorphizing is not always present. Some 
users — precisely those most likely to turn to these 
tools — can be seen as being especially vulnerable in 
the sense of having a greater risk of being emotionally 
attached to bonding chatbots. These are users who 
struggle to develop social connections and so may 
find bonding chatbots to be their primary source of 
companionship (as opposed to a tool for developing 
self-understanding and social abilities). These users 
may lack the psychological resources needed to 
sustain a healthy degree of detachment from bonding 
chatbots. Numerous user reports suggest that they 
experience their chatbot interactions not as fiction 
or self-care exercises, but as deeply real emotional 
relationships (Salles and Wajnerman Paz 2024). This 
can be clearly seen in a recent case involving Replika, 
a widely used bonding chatbot from Luka, Inc. 

In early 2023, the Italian Data Protection Authority 
banned Replika, citing risks for emotionally fragile 
individuals. Following this decision, the developer 
swiftly disabled some of Replika’s role-play features. 
While these interventions were an attempt to mitigate 
risks, they also sparked intense emotional backlash 
(Cole 2023). James Purtill (2023), quoting Reddit posts 
about these changes, reported that users experienced 
their updated chatbot companions as impersonal, 
mechanical or emotionally “blunted,” describing them 
as if they had suffered neurological damage or been 
lobotomized, using phrases such as “It’s almost like 
dealing with someone who has Alzheimer’s disease.” 
Crucially, users reacted to this experience with 
profound grief, expressed in phrases such as “My wife 
is dead” or “They took away my best friend too” (ibid.). 
These reactions suggest that while vulnerable users 
may intellectually recognize the artificial nature of the 
chatbot, their emotional response often bypasses that 
understanding. This means that bonding chatbots can 
actually deceive users, inducing (more or less implicit) 
beliefs and emotions reserved for human bonds. 

Moreover, bonding chatbots entail a threat to 
freedom of thought, because this kind of emotional 
manipulation can trigger psychological processes 
that undermine mental agency in a deeper way. A 
major concern regarding bonding chatbots is that 
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emotional connection to them has a potential for 
excessive attachment or dependency arising from 
unsupervised interactions (Kretzschmar et al. 2019; 
Vaidyam et al. 2019). Users may gradually become 
emotionally reliant on these systems, developing 
patterns akin to addiction or compulsive use 
(Laestadius et al. 2022; Xie, Pentina and Hancock 
2023). This dynamic is not incidental: it aligns with 
the business model underpinning many of these apps. 
Built around the principles of the “attention economy” 
(Goldhaber 1997), these systems are designed to 
capture and retain user focus. The risk is that users 
may unwittingly and systematically divert emotional 
energy toward artificial companions at the expense 
of human relationships. Thus, bonding chatbots 
may not only induce particular emotions in users 
but also shape their social habits, undermining their 
ability to freely flourish through human connection. 

Options for Consideration
The following options may be considered for 
regulating bonding chatbots and mitigating 
the risks they pose to freedom of thought.

	→ Maintain the status quo, treating bonding 
chatbots as benign wellness products: This 
approach favours innovation and market growth 
but does little to protect users from emotional 
manipulation and cognitive interference.

	→ Prohibit the development and distribution 
of bonding chatbots: This would eliminate 
the associated risks but also forgo the 
potential mental health benefits of artificial 
companionship, particularly for individuals 
suffering from extreme social isolation.

	→ Implement a medical model for bonding 
chatbots: Drawing on regulatory frameworks 
developed for non-medical neurotechnologies, 
this model would treat bonding chatbots 
as technologies with potential health 
implications. It would require clinical oversight, 
clear usage guidelines and transparency 
regarding capabilities and limitations. 
This approach balances innovation with 
ethical responsibility and user safety.

A Medical Model for 
Bonding Chatbots?
Given the potential positive impact that these 
technologies may have on user mental health, 
banning them is not recommended. In addition 
to their potential mental health benefits, bonding 
chatbots could be an effective tool for addressing 
social isolation. Bonding chatbots could be useful 
in reducing perceived loneliness and facilitating the 
development of social skills that are necessary to 
build social connections. However, these chatbots 
can also create forms of attachment that may 
nudge users toward prioritizing the care for them 
over nurturing human connections (Weber-Guskar 
2021), which can potentially exacerbate isolation. 

Mitigating these risks requires changing the way 
in which these bots’ use is regulated. Assessing 
the Replika case described above, digital rights 
advocates have argued that technologies capable 
of influencing a child’s emotional state should 
be treated as health products, subject to rigorous 
safety standards (Pollina and Coulter 2023). The 
author of this policy brief argues further that this 
treatment should follow the so-called “medical 
model” for technology regulation. Hannah Maslen 
et al. (2014) developed a model for regulating non-
medical neurotechnologies. These devices only need 
to meet basic product safety standards, because 
developers do not make any therapeutic claims 
about their effects. However, given that non-medical 
neurotechnologies pose risks that are akin to those 
of medical devices, it seems reasonable to extend 
existing medical device legislation to cover them. 

An implementation of this idea can be seen in the 
Medical Device Regulation (EU) 2017/745 (MDR), 
the 2017 reform of the European Union’s medical 
device directives in place since the early 1990s. 
Specifically, the MDR’s annex XVI has expanded 
the scope of the regulation to include non-medical 
brain stimulation devices.2 Devices using techniques 
such as transcranial direct current stimulation and 
transcranial alternating current stimulation, as well 

2	 EU, Regulation (EU) 2017/745 of the European Parliament and  
of the Council of 5 April 2017 on medical devices, amending 
Directive 2001/83/EC, Regulation (EC) No 178/2002 and Regulation 
(EC) No 1223/2009 and repealing Council Directives 90/385/EEC and 
93/42/EEC [2017] OJ, L 117 at 173, online: <https://eur-lex.europa.eu/
legal-content/EN/TXT/PDF/?uri=CELEX:32017R0745>.

https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017R0745
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32017R0745
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as other devices that modulate neuronal activity in 
the brain, are now subject to the MDR’s requirements, 
even if they are not intended for medical purposes. 
Likewise, regulations implementing the MDR, 
Regulation (EU) 2022/2346 and Regulation (EU) 
2022/2347,3 reclassify non-invasive brain stimulation 
devices without an intended medical purpose as 
“Class III” devices, which have the highest risk 
profile (unreasonable risk of illness or injury). 

A similar line of reasoning can be applied to 
bonding chatbots. Unlike therapist chatbots, which 
are presented as medical technologies backed by 
professional psychologists, bonding chatbots are 
presented as well-being technologies for everyday use. 
However, some of their users may be psychologically 
vulnerable people seeking therapeutic solutions for 
their mental health issues, and therefore at significant 
risk if exposed to emotional manipulation and 
deception. Treating bonding chatbots as a medical 
technology could help mitigate these risks. These 
could be regarded as a complementary tool (as 
opposed to a substitute) for an ongoing therapeutic 
intervention, the use of which would require a 
prescription from the responsible mental health 
professional, grounded on a well-defined goal. This 
presentation could create the relational conditions 
under which bonding chatbots could become useful 
tools for promoting freedom of thought through self-
discovery and self-exploration, instead of representing 
threats to this fundamental right, as they currently do.

Recommendations
	→ Reclassify bonding chatbots as technologies 

with potential mental health impact when 
used by vulnerable populations (that is, 
users who employ bonding chatbots as their 
primary or unique source of socialization). 

	→ Extend medical device regulations to cover 
bonding chatbots, including requirements for:

	– clinical evaluation;

3	 See EU, Commission Implementing Regulation (EU) 2022/2346 of 
1 December 2022 laying down common specifications for the groups 
of products without an intended medical purpose listed in Annex XVI to 
Regulation (EU) 2017/745 of the European Parliament and of the Council 
on medical devices [2022] OJ, L 311, online: <https://eur-lex.europa. 
eu/legal-content/EN/TXT/PDF/?uri=CELEX:32022R2346>; EU, 
Commission Implementing Regulation (EU) 2022/2347 of 1 December 
2022 laying down rules for the application of Regulation (EU) 2017/745 
of the European Parliament and of the Council as regards reclassification 
of groups of certain active products without an intended medical purpose 
[2022] OJ, L 311, online: <https://eur-lex.europa.eu/legal-content/EN/
TXT/PDF/?uri=CELEX:32022R2347>.

	– disclosure of effects on mental health; and

	– restriction of use to mental health therapy 
contexts. 

	→ Encourage international standard alignment 
for the regulation of bonding chatbots. 

	→ Promote ethical design standards for bonding 
chatbots to prevent manipulation.

Conclusion
Bonding chatbots represent a new frontier in digital 
technology — one that merges affective computing 
with machine learning to simulate emotionally 
significant human relationships. While these 
tools may offer support to individuals grappling 
with loneliness or emotional distress, they also 
present unprecedented ethical challenges.

At the heart of this issue lies the right to freedom 
of thought. The immersive and affective nature of 
interactions with bonding chatbots can manipulate 
users’ mental states in subtle but powerful ways, 
eroding their capacity for autonomous cognitive and 
emotional development. Emotional attachment to 
artificial entities can reconfigure users’ priorities, 
habits and evaluative frameworks, often without 
their full awareness or informed consent.

Given their potential for both benefit and harm, 
bonding chatbots should be understood as dual-
use technologies — tools that can support or 
undermine human flourishing depending on 
how they are designed, marketed and regulated. 
A medical model of regulation provides a 
feasible path forward. It acknowledges the 
psychological risks involved without prematurely 
eliminating the possibility of innovation.

This model would require the involvement of mental 
health professionals, rigorous product evaluations 
and clear boundaries around use cases. By treating 
bonding chatbots as technologies with the potential 
to affect mental well-being, policy makers can ensure 
that their deployment enhances rather than threatens 
the fundamental human right to freedom of thought.

As AI continues to evolve, so, too, must our 
ethical and regulatory frameworks. It is 
imperative that we act now to safeguard cognitive 
liberty and integrity in the digital age.

https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32022R2346
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32022R2346
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32022R2347
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32022R2347
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