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ABOUT THE GLOBAL COMMISSION ON INTERNET GOVERNANCE

The Global Commission on Internet Governance was established in January 2014 to articulate and advance a strategic vision for the future of Internet governance. The two-year project conducts and supports independent research on Internet-related dimensions of global public policy, culminating in an official commission report that will articulate concrete policy recommendations for the future of Internet governance. These recommendations will address concerns about the stability, interoperability, security and resilience of the Internet ecosystem.

Launched by two independent global think tanks, the Centre for International Governance Innovation (CIGI) and Chatham House, the Global Commission on Internet Governance will help educate the wider public on the most effective ways to promote Internet access, while simultaneously championing the principles of freedom of expression and the free flow of ideas over the Internet.

The Global Commission on Internet Governance will focus on four key themes:

- enhancing governance legitimacy — including regulatory approaches and standards;
- stimulating economic innovation and growth — including critical Internet resources, infrastructure and competition policy;
- ensuring human rights online — including establishing the principle of technological neutrality for human rights, privacy and free expression; and
- avoiding systemic risk — including establishing norms regarding state conduct, cybercrime cooperation and non-proliferation, confidence-building measures and disarmament issues.

The goal of the Global Commission on Internet Governance is two-fold. First, it will encourage globally inclusive public discussions on the future of Internet governance. Second, through its comprehensive policy-oriented report, and the subsequent promotion of this final report, the Global Commission on Internet Governance will communicate its findings with senior stakeholders at key Internet governance events.
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EXECUTIVE SUMMARY

Because they stand at the crossroads of commerce, society and even politics, Internet intermediaries increasingly draw the attention of national governments seeking to regulate what occurs within their borders. Frustrated with trying to control the multitudinous individuals empowered by a global Internet, governments often see online intermediaries as a route to online control. Governments seek to utilize Internet intermediaries as both censors and police, urging them to take down online information that governments dislike and to hand over information that governments want.

But the imposition of the role as censor and police for the Information Age undermines the individual empowerment that online intermediaries can provide. Making online intermediaries liable for the information exchanged on their platforms leads the intermediaries to shutter even permissible speech, lest they face ruinous damage claims. Making online intermediaries act as police informants leads individuals to censor themselves, lest the individuals draw unwanted attention from the authorities or the intermediaries.

Requirements to monitor content for fear of liability not only undermine speech and liberty, but they also deter innovation. Liability for the actions of one’s users can make the provision of a service uneconomical.

The challenge is to encourage Internet intermediaries to help people find what they are looking for, share with each other what they want to share, and educate themselves, in ways that are consistent with both local and international law.

INTRODUCTION

Many of the biggest companies in the world today are intermediaries for online information. Facebook intermediates information sharing among its 1.5 billion users. Google intermediates the entire Internet for individuals performing more than three billion searches a day. Alibaba intermediates the distribution of wares from millions of sellers to 350 million buyers across the world in a single year. Tencent’s WeChat app intermediates messages among some 700 million people. Individuals across the world upload 400 hours of video every minute to YouTube (Brouwer 2015). Internet companies serve as intermediaries for literally billions of transactions a day. They have become a crucial means for communication and commerce, as well as for education and entertainment. The Chinese website Qidian.com, to cite another example, is “the world’s leading self-publishing platform, with 1 million registered writers and 100 million paying members” (Box and West 2016, 52).

For better or worse, Internet intermediaries have become a focal point for Internet regulation across the world. Because they help businesses, organizations and individuals to connect across the world in ever more domains of life, Internet intermediaries have come to be seen as crucial arbiters of what is allowed and not allowed in a society. Governments see Internet intermediaries as central points at which to exercise control, a far easier task than to regulate the individuals who use the Internet directly. Governments often require intermediaries to censor information so that it is not distributed among their citizenry, and also to turn over some of the information they gather from their users.

But requiring Internet intermediaries to serve as online censors and police harms free expression and undermines the development of new enterprises, which generally lack the resources to satisfy extensive monitoring obligations. When the law exposes intermediaries to liability for the actions of their users, intermediaries have an economic incentive to censor anything potentially controversial. When the law requires intermediaries to reveal the actions of their users to the police, individuals refrain from even legal actions.

Internet intermediaries can foster freedom online, or they can undermine it, through censoring and monitoring the population.

GLOBAL INTERMEDIARIES, LOCAL PROBLEMS

Intermediaries have long existed — think real-estate agents to stockbrokers to the village matchmaker. Yet, there is something different, both quantitatively and qualitatively, about the new breed of intermediaries on the Internet. The Internet has brought with it new types of intermediaries with new capabilities operating at scales far beyond yesteryear’s librarians and brokers. These intermediaries now operate not at the scale of a town, but at the scale of a country or even the world. YouTube offers a local version in more than 88 countries, in 76 different languages; 80 percent of YouTube’s views come from outside the United States, where it is headquartered.

Online intermediaries include a wide array of companies essential to the Internet: Internet service providers (ISPs), which provide Internet access to households and businesses; Internet hosting services, which rent computer server space to others; social media platforms (in so-called

---

1 The author thanks Anna Barich for excellent research assistance, and is grateful for a Google Research Award supporting related research. Some of the passages herein are drawn from “How Law Made Silicon Valley” (Chander 2014a, 653–56, 670–72, 675-676), “Law and the Geography of Cyberspace” (Chander 2014b, 104-105) and “Free Speech” (Chander and Le 2014).

Web 2.0 services), which allow users to share writing, photos, audio and video; and search engines. More recently, new forms of Internet intermediaries, such as Uber, Didi Chuxing and Airbnb, have arisen. Relying on the fact that smartphones know where we are at all times, these new intermediaries offer services tailored to an individual’s precise location in the world. Thus, today’s intermediaries depend on both the micro scale of the Internet, pinpointing where a user is geographically, and the macro scale of the Internet, allowing intermediaries to connect, quite literally, one billion people in a day.

Online intermediaries have increasingly found themselves part of global flashpoints concerning local regulation. Take a few recent examples. A Brazilian court has frozen US$6 million in a Facebook bank account in Brazil because Facebook says it cannot access or decrypt messages sent via its Whatsapp platform in a case involving illicit drugs (Reuters 2016a). Hungary now has a law permitting the national communications authority to block Internet access to “illegal dispatcher services” (Dunai 2016), thus granting the government the ability to ban intermediaries such as Uber and Didi Chuxing.

Since today’s intermediaries often operate across national borders, connecting people wherever they may be, intermediaries are subject to rules that often vary or even conflict in what they allow or require.

**FREE EXPRESSION**

Article 19 of the United Nation’s Universal Declaration of Human Rights states that freedom of expression is a universal human right: “Everyone has the right to freedom of opinion and expression; the right includes freedom to hold opinions without interference and to seek, receive and impart information and ideas through any media regardless of frontiers” (United Nations 1948). The civil society group Article 19, named after the article, argues that intermediary liability rules can adversely affect freedom of expression. It observes “risks posed by the currently widespread regime of liability to the exercise of freedom of expression online” (Article 19 2013, 4). It accordingly proposes that “hosts should in principle be immune from liability for third-party content in circumstances where they have not been involved in modifying that content” (ibid., 16).

Online intermediaries have helped make the Internet the modern town hall and village square. There is an emerging consensus in the human rights community that limiting intermediary liability promotes freedom of expression. As a report for UNESCO by Internet freedom advocate Rebecca MacKinnon and others concludes, “limiting the liability of intermediaries for content published or transmitted by third parties is essential to the flourishing of internet services that facilitate expression” (MacKinnon et al. 2014, 179). UN Special Rapporteur Frank LaRue (2011, 6-7) observed the value of Internet intermediaries to freedom of expression:

> With the advent of Web 2.0 services, or intermediary platforms that facilitate participatory information sharing and collaboration in the creation of content, individuals are no longer passive recipients, but also active publishers of information... platforms are particularly valuable in countries where there is no independent media, as they enable individuals to share critical views and to find objective information.

LaRue observed the simple logic that leads from intermediary liability to censorship: “Given that intermediaries may still be held financially or in some cases criminally liable if they do not remove content upon receipt of notification by users regarding unlawful content, they are inclined to err on the side of safety by overcensoring potentially” (ibid., 12). In their 2011 Joint Declaration on Freedom of Expression and the Internet, the four UN special rapporteurs on freedom of expression recommended that:

> No one who simply provides technical Internet services such as providing access, or searching for, or transmission or caching of information, should be liable for content generated by others, which is disseminated using those services, as long as they do not specifically intervene in that content or refuse to obey a court order to remove that content, where they have the capacity to do so (‘mere conduit principle’)....At a minimum, intermediaries should not be required to monitor user-generated content and should not be subject to extrajudicial content takedown rules which fail to provide sufficient protection for freedom of expression (which is the case with many of the ‘notice and takedown’ rules currently being applied). (UN Special Rapporteur et al. 2011)

But online intermediaries have often been targeted precisely because of the information they help disseminate. In the wake of the horrendous attack on Istanbul’s Ataturk Airport this year, Turkey’s government reportedly moved to block or throttle (slow down) Facebook, Twitter and YouTube. An Istanbul court “later expanded the order to block Internet services such as providing access, or searching for, or transmission or caching of information, should be liable for content generated by others, which is disseminated using those services, as long as they do not specifically intervene in that content or refuse to obey a court order to remove that content, where they have the capacity to do so (‘mere conduit principle’)....At a minimum, intermediaries should not be required to monitor user-generated content and should not be subject to extrajudicial content takedown rules which fail to provide sufficient protection for freedom of expression (which is the case with many of the ‘notice and takedown’ rules currently being applied). (UN Special Rapporteur et al. 2011)

But online intermediaries have often been targeted precisely because of the information they help disseminate. In the wake of the horrendous attack on Istanbul’s Ataturk Airport this year, Turkey’s government reportedly moved to block or throttle (slow down) Facebook, Twitter and YouTube. An Istanbul court “later expanded the order to include all media, noting that news about the attack may spread ‘fear and panic, which may serve to the intentions of terrorist groups’” (Risen 2016).
INTERMEDIARY LIABILITY LAW

The law regulating Internet intermediaries varies across the world. A comparison of legal regimes shows that the United States is notably more hospitable to such enterprises than many other leading technologically advanced nations.

What follows is a comparison of the intermediary liability laws of the United States and those of the European Union and Japan.

INTERMEDIARY LIABILITY LAW IN THE UNITED STATES

In the 1990s, the US Congress passed two pieces of legislation that proved essential to the rise of the global Internet as we know it today: the Communications Decency Act (CDA) of 1996 and the Digital Millennium Copyright Act (DMCA) of 1998. These statutes helped encourage the development of Internet intermediaries by increasing confidence that they would not be held liable if a user utilized their services to violate someone else’s rights.

Because many (and perhaps most) individuals will infringe copyright at some point when they use online services to share information, holding the online service liable for that infringement would make that service leery of open-ended sharing. Perhaps a service would have to monitor each user post — an expensive proposition. Monitoring obligations would make impossible a service such as Craigslist, where individuals and businesses post some 80 million classified advertisements a month. Each of Craigslist’s 40 employees would have to review two million advertisements per month, or Craigslist would have to hire legions more employees, jeopardizing its ability to offer a free service supported by advertising alone.

Any technology that allows individuals to share information can lend itself to copyright infringement. A company like Yahoo that allows individuals to post whatever they want online faces a high risk that its service will be used for extensive copyright infringement. Such a company would be liable for direct infringement every time it delivered a copy of a copyrighted work, for contributory infringement if it had knowledge and made a material contribution to the infringement, and for vicarious infringement if it controlled and earned a direct financial benefit from the infringement. Given that statutory damages for direct infringement alone range from US$200 to US$150,000 per work, and that millions of works are copied online each day, the spectre of liability would be enough to stop most Internet companies in their tracks.

The DMCA offered ISPs safe harbours from liability for copyright infringement by users. The DMCA established a notice-and-takedown regime that did not place the policing burden for discovering copyright infringement on the Internet intermediary. Rather than monitoring their own networks for possible copyright infringement — a costly and difficult task — online intermediaries could wait for copyright holders to notify them of specific infringements. The statute insulated Internet intermediaries that duly cooperated with copyright holders upon receiving a notice of infringement. This had a clear effect: relying on the DMCA, US courts, for example, sided with YouTube against Viacom’s claims that YouTube abetted copyright infringement by holding that YouTube could not be held liable for users who uploaded Viacom’s copyrighted videos.

The DMCA achieved a relatively peaceful coexistence between northern and southern California — where technology companies in Silicon Valley, in the north, would banish repeat offenders and take down material if requested by the copyright owners, often based in Hollywood, in the south. By performing these duties diligently, Silicon Valley enterprises generally managed to avoid liability for the widespread copyright infringement that still occurred through their systems. While some have legitimately criticized Title II (the Online Copyright Infringement Liability Limitation Act) of the DMCA for leading firms to take down material too quickly for fear of jeopardizing their safe harbour, the DMCA marked a significant accomplishment for Silicon Valley in creating rules that allowed Web 2.0 enterprises to flourish without either excessive copyright-management costs or high liability risks.

Section 230 of the CDA warded off claims for intermediary liability for defamation and a host of other civil claims. Again and again, Section 230 proved invaluable to shield web enterprises from lawsuits, as demonstrated by a plethora of cases. Perhaps every major Internet enterprise has relied on the statute to defend itself over the years. CDA Section 230 insulated web enterprises from the reach of a variety of federal and state causes of action, both statutory and common law (Lemley 2007). These include, for example, the Federal Fair Housing Act, Title II of the Civil Rights Act of 1964, the Washington State Consumer Protection Act, and common law actions such as invasion of privacy, negligence and tortious interference with...
business relations. As the US Fourth Circuit Court of Appeals noted, a notice-and-takedown system would inevitably lead to firms generally choosing to take down controversial statements rather than face any spectre of liability. As Neal Katyal (2001, 1007-1008) writes, “because an ISP derives little utility from providing access to a risky subscriber, a legal regime that places liability on an ISP for the acts of its subscribers will quickly lead the ISP to purge risky ones from its system.”

Protection from liability has depended not only on congressional action, but also on judicial interpretation and common law-making. The DMCA’s safe harbours for Internet intermediaries are limited to protections from copyright-infringement claims, and Section 230 of the CDA does not apply to intellectual property claims. Courts interpreting common law doctrines have acted on their own to limit the liability of online intermediaries for trademark infringement by users.

The end result was that, for more or less the same behaviour, an Internet company might find itself in legal trouble in Europe but scot-free in the United States. An entrepreneur founding a company that allows individuals across the world to buy and sell goods might well choose the United States as a more welcoming legal regime to register with. Such a company based in Europe might find itself encumbered by obligations to determine whether the multitude of goods sold on its site were authentic. Such a burden might well prove too demanding for a fledgling corporation. Consider the case of eBay. Two years after its founding, in 1995, eBay still had fewer than 50 employees. A year later, in mid-1998, with 76 employees, it was hosting 500,000 items for sale, with 70,000 items added per day. At the time, it was valued at US$2 billion. It is hard to imagine that such a small group of employees could have vetted the literally tens of thousands of classified items coming in each day to ascertain whether they were authentic (Chander 2014b, 104-105).

Despite popular understanding of the United States as an intellectual property maximalist state, US intellectual property law has proven a good deal more flexible than that in other technologically advanced states. The hospitable legal framework did more than help American enterprise, it has created what has become the engine for free speech across the world today. US companies now serve as free-expression platforms for the world.

**INTERMEDIARY LIABILITY LAW IN THE EUROPEAN UNION**

The European Union’s intermediary liability law proved less welcoming to Internet entrepreneurs than US law. Europe takes a unified approach to the issue of intermediary liability, setting the same standard for holding intermediaries liable, regardless of the nature of the underlying offence. There is logic to this approach, even if it is unlike the American approach, which, as noted, offers different rules for intermediary liability for copyright, trademark and other offences. The European Union’s Electronic Commerce Directive sets out what are essentially safe harbours from liability for specified intermediary activities, such as acting as a “mere conduit,” “caching” or “hosting” (but not search services). Some countries go further, so as to include safe harbours for search engines and hyperlink providers (Verbiest et al. 2007). Yet, from the perspective of Internet intermediaries, these safe harbours remain inferior to the American ones, providing less protection from copyright, trademark, defamation and other claims. Some of the deficiencies of EU law vis-à-vis US law for Internet intermediaries are explained here.

First, the European approach stops far short of the near-blanket exclusion from liability offered by the CDA for non-intellectual property related wrongs. Second, the EU’s Electronic Commerce Directive largely adopts the DMCA’s notice-and-takedown approach, but leaves open the possibility of additional proactive responsibilities on the part of the online intermediary. Even while disavowing any duty to “monitor,” the EU law expressly contemplates the imposition by member states of “duties of care” on intermediaries to detect and prevent certain activities (European Parliament 2000). Third, the European directive lacks a statutory notice-and-takedown regime, creating greater uncertainty among European providers as to whether they have somehow acquired sufficient knowledge to be held liable if they do not delete material on their own (Peguera 2009, 490).

The two directives proved inferior to their US counterparts from the perspective of ISPs for the opposite reasons — the first for lack of specificity, and the second for too much specificity. While the Electronic Commerce Directive followed the DMCA’s Title II in granting ISPs certain immunities arising from web-hosting activities, it did not specify the exact circumstances that would guarantee freedom from liability. Nor did the directive offer immunity to search engines (Kuczcerawy and Ausloos 2015). At the same time, the very specificity of the directive undermined

---


9 The Europeans describe their approach as a “horizontal” one, encompassing secondary liability for all illicit behaviour (Peguera 2009, 482–84).

10 I do not mean to suggest that European law is invariably hostile to Internet intermediaries. For example, an Italian court recently rejected an attempt to hold Google liable for the automatically generated suggestions of additional search terms that happened to add offensive words after a person’s name (Coraggio 2013).

11 See Pfanner (2010), who quotes a London lawyer as saying, “The issue of when a host was liable has been getting a bit vague, and some hosts in Europe have been getting a little bit nervous.”
its usefulness to web enterprises. Rather than an open-ended doctrine of fair use, EU law allowed only specified exceptions to the exclusive rights of the copyright holder.12 These proved less flexible in responding to technological developments than did US fair use, which allowed a court to consider each new case individually, based on multiple factors. As one British scholar notes, fair use “provide[d] the courts with some flexibility of response to change in the way copyright works are disseminated and used, whether arising from new technologies, social behavior or institutional structures” (MacQueen 2009, 209; see also Hargreaves 2011).

Even as late as 2008, European lawyers could only advise that “The scope of liability of Web 2.0 websites is an unsettled point of law” (Joslove and De Spiegeleer-Delort 2008). It was not until 2012 that the European Court of Justice made clear that Internet intermediaries would not be required to affirmatively filter their entire networks for copyright infringement. In cases brought by the Belgian collecting society SABAM against the Internet access provider Scarlet and the online social network Netlog, the court held that enjoining these companies to filter uploads by all users on behalf of copyright owners would violate the privacy and speech rights of users, and would be unduly costly and burdensome to the Internet enterprise.13 While the judgments in SABAM v. Netlog and Scarlet v. SABAM clearly support Web 2.0 enterprises, they arrived nearly a decade after the rise of such companies in the United States.

INTERNET INTERMEDIARIES AS PLATFORMS FOR EXPRESSION AND INNOVATION

In Japan, running a bulletin board service in 1997 might render you liable for defamation occurring on that service. That year, a Tokyo trial court held Nifty Service, an ISP, liable for failing to delete defamatory messages (Tanaka 2001, 67). A heated exchange on a forum titled “Contemporary Ideas” had resulted in defamatory posts, which the forum’s manager left up, “apparently believing that continuing the discussion and trying to engage the parties in a more issue-oriented dialogue would address the problem” (Mehra 2007, 801). It was not until 2001 that the Tokyo High Court would reverse the decision.

That same year, Japan’s Diet passed the Law Concerning the Limits of Liability for Damages of Specified Telecommunications Service Providers, under which a telecommunications service provider would not be liable for the actions of its users unless it knew, or where there was “reasonable ground to find that said relevant service provider could know[,] the violation of the rights of others was caused by the information distribution via said specified telecommunications.”14 Like the European approach, the law applies to all intermediary activity, whether involving copyright, trademark or tort claims. By imposing not only an actual knowledge-and-takedown approach but also a more vague “reasonable ground” that the provider “could know,” the 2001 limitation law was a pale shadow of the CDA Section 230 from the perspective of Internet enterprise.

In Japan, developing a peer-to-peer file-sharing service in the last decade might get you arrested. In 2002, Isamu Kaneko, a researcher at the University of Tokyo’s School of Information and Science Technology, began distributing a peer-to-peer file-sharing program he wrote called “Winny.” In May 2004, he was arrested for copyright infringement because he continued to distribute his program despite being aware that some had used it to infringe copyrights (Daily Yomiuri 2004). After his arrest, Kaneko, described as an “idol” among programmers, and who had taught a series of lectures to nurture “superprogrammers,” resigned from his university position. In December 2006, the Kyoto District Court found him guilty, decrying his “selfish and irresponsible attitude,” and concluding that he knew that Winny “was being used to violate the law and allowed users to do so” (Daily Yomiuri 2006). Yet, the judge conceded that “Kaneko did not specifically intend to cause copyright violations on the Internet” (ibid.). He was fined 1.5 million yen for the infringement. The Japanese Supreme Court would ultimately clear him of all charges, but not until December 2011 (Japan Times 2011).

Japan’s 2001 law limiting liability for ISPs in certain circumstances was far less friendly to such companies than the DMCA. Rather than the relatively clear safe harbours of the DMCA, Japan’s law removed any protections if the provider knew or should have known of infringement occurring through its service, a far more uncertain standard, especially given the likelihood that some users will infringe on any Web 2.0 service.

12 “This more restrictive approach limits the room to manoeuvre for the courts. The District Court of Hamburg, for instance, refused to bring thumbnails of pictures displayed by Google’s image search service under the umbrella of the right of quotation” (Sentftleben 2010, 536).


**INTERMEDIARY LIABILITY AND THE IMPACT ON INNOVATION**

Imagine the boardroom in a Silicon Valley venture capital firm, circa 2005. A start-up less than a year old has already attracted millions of users. Now that start-up, which is bleeding money, needs an infusion of cash to survive and grow. The start-up allows users to share text, photos and videos, and includes the ability to readily share text, pictures and videos posted by friends. If that start-up can be accused of abetting copyright infringement on a massive scale, or must police its content like a traditional publishing house, lest it face damages claims or an injunction, the firm’s US$100 million investment might go to plaintiffs’ lawyers in damages and fees. A court injunction might stop the site from continuing without extensive human monitoring, which could not be justified by potential revenue. Because of the insulation brought by US law reforms in the 1990s, American start-ups did not fear such a mortal legal blow. The legal privileges granted to Internet enterprises in the United States helped start-ups bridge the so-called “valley of death,” the stage between creative idea and successful commercialization, in which most start-up enterprises founder.

While many European and Asian nations leave intermediaries open to liability for the actions of their users in certain cases, the United States generally limits liability. Liability limitations in the United States allowed the firms of Silicon Valley to worry about improving and expanding features and attracting and retaining customers, rather than policing their services for fear of lawsuits. The success of US Internet companies has depended not only on well-educated entrepreneurs and the availability of venture capital, but also on laws that reduced the legal risks in building platforms for the use of millions.

The example of public Wi-Fi in Germany helps dramatize the relationship of intermediary liability and the decision to offer a service. It has long been difficult to find public Wi-Fi in Germany. This is not for lack of technology in the country, but rather because of the law making Wi-Fi hotspot providers in Germany liable for the misconduct of users. If, for example, a user were to download music or a movie on a particular hotspot, the provider ran the risk of being sued for piracy” (Brady 2016). Demands for compensation for copyright piracy made against ISPs abounded — “regardless of whether the provider was aware of the activity” (Moody 2016). When a German non-profit organization opened up its Wi-Fi to the public and someone used it illegally, “members of our office had an awkward interview at the police,” it reported (Foundation for a Free Information Infrastructure 2015). The European Court of Justice is currently considering the issue of the liability of a free public Wi-Fi operator for copyright infringement (Masnick 2016). In May 2016, the German government lifted the spectre of liability, but it may be a while before individuals and businesses feel confident that they will not be liable in offering free Wi-Fi.

**SURVEILLANCE AND LAW ENFORCEMENT**

Information intermediaries have found themselves at the centre of another controversy — that of governmental surveillance. Because intermediaries gather a tremendous amount of data about users in their ordinary course of conduct, governments may seek that data for surveillance and other law-enforcement purposes. If the information is stored in one country but demanded by another — the laws of the two countries may come into conflict. The privacy laws of one country may interfere with the law-enforcement provisions of another. As David Kris (2015) describes:

For example, a U.S. provider that stores data in the United States, from the email account of a British citizen located in England, might be simultaneously required (by DRIPA [the UK Data Retention and Investigatory Powers Act 2014]) and forbidden (by ECPA/SCA [the US Electronic Communications Privacy Act/Stored Communications Act]) to produce the email. Correspondingly, a U.S. provider that stores email abroad might be simultaneously required (by the SCA) and forbidden (by a foreign data protection law) to produce the email.

Laws vary widely on the steps necessary before a government authority can require an intermediary to turn over information about its users. While the revelations of Edward Snowden cast American practices in a negative light, laws around the world can also be problematic. A study for the Council of Europe reports that even in some of its member states, “Administrative authorities, police authorities or public prosecutors are given specific powers to order internet access providers to block access without advance judicial authority. It is common to see such orders requiring action on the part of the internet access provider within 24 hours, and without any notice being given to the content provider or host themselves” (Swiss Institute of Comparative Law 2015, 3).

Eager to access the information that online intermediaries might have on those distributing information in their countries, authoritarian governments, in particular, have increasingly sought to require online intermediaries to store data within their countries, facilitating access by

---

15 This hypothetical scenario finds real-world inspiration in the origins of Pinterest (Lynley 2012; Tsukayama 2012).
their security services. In 2016, Iran’s Supreme Council for Cyberspace, for example, ordered messaging apps to store data within the country (Reuters 2016c). This follows a broad data localization mandate issued by the Russian government in 2015. Such data localization requirements facilitate a government’s access to data by preventing the intermediary from shielding efforts to turn over data held abroad based on jurisdiction.

MANILA PRINCIPLES: BEST PRACTICES FOR REGULATING INTERNET INTERMEDIARIES

In 2015, a group of civil society organizations, including the Electronic Frontier Foundation, the Centre for Internet Society India and Article 19, proposed the “Manila Principles on Intermediary Liability.” The Manila Principles are a set of best practices guidelines for limiting intermediary liability for content to promote freedom of expression and innovation. The six Manila Principles are:

- Intermediaries should be shielded by law from liability for third-party content.
- Content must not be required to be restricted without an order by a judicial authority.
- Requests for restrictions of content must be clear, be unambiguous, and follow due process.
- Laws and content-restriction orders and practices must comply with the tests of necessity and proportionality.
- Laws and content restriction policies and practices must respect due process.
- Transparency and accountability must be built into laws and content restriction policies and practices.16

The Manila Principles focus on due process, including the requirement of judicial orders for content takedown, as well as transparency and accountability. The principles have attracted early support in the human rights community. David Kaye (2015, 19), UN special rapporteur on free expression, observes, “The recently adopted Manila Principles on Intermediary Liability, drafted by a coalition of civil society organizations, provide a sound set of guidelines for States and international and regional mechanisms to protect expression online.”

RIGHTS AND RESPONSIBILITIES: PRIVACY, HARMFUL SPEECH AND PRIVATE CONTROL

At the same time that Internet intermediaries help us as individuals connect, learn and converse, they also gain a tremendous amount of information about us and can, if they wish, exercise control over what we share and read. Thus, while freeing Internet intermediaries from liability for what their users do, we might still be concerned about what the intermediaries themselves do.

Many of the concerns raised with Internet intermediaries have revolved around privacy because of the tremendous data sets that they acquire. In the United States, the Federal Trade Commission has entered into settlements with Facebook, Google, Snapchat and Twitter whereby those companies pay for independent privacy audits conducted on a biannual basis for 20 years. These audits seek to ensure that these companies comport themselves according to the privacy promises they make in their terms of use.

Recently, some have worried that Internet intermediaries might manipulate the information on their services. These companies must also take care not to manipulate unfairly the information we receive through their services. They should also attend to the ways that automated algorithms can reinforce societal hierarchies (Chander, forthcoming 2017).

Facebook, Google, Twitter and others have increasingly been called upon to block the social media accounts of entities allegedly associated with international terrorism. Israel’s security head has called Facebook a “monster” because it sets “a very high bar for removing inciteful content and posts” (Reuters 2016b). The Council of Europe, however, has cautioned member states to “ensure that their legal frameworks and procedures in this area are clear, transparent and incorporate adequate safeguards for freedom of expression and access to information in compliance with Article 10 of the European Convention on Human Rights” (Council of Europe 2016). Microsoft has issued a policy announcing its approach to online terrorist content. This is hardly a usual policy arena for a multinational company, but Microsoft’s opening observation makes clear why this is necessary: “The Internet has become the primary medium for sharing ideas and communicating with one another and the events of the past few months are a strong reminder that the Internet can be used for the worst reasons imaginable” (Microsoft Corporation 2016). It amended its community guidelines to explicitly bar terrorist content, and stated that it would remove such content when it learned of it through a reporting system it provided online: “When terrorist content on our hosted consumer services is brought to our attention via our online reporting tool, we will remove it.” To avoid becoming the arbiter of who is a terrorist (“There is no universally accepted definition of terrorist content,”

16 See www.eff.org/files/2015/10/31/manila_principles_1.0.pdf.
the company noted), Microsoft indicated that it would rely upon the list of organizations included on the Consolidated United Nations Security Council Sanctions List. Microsoft’s policy seems a promising start, and its workability and consequences should be reviewed over time.

CONCLUSION

The Organisation for Economic Co-operation and Development (2010) concludes that Internet intermediaries increase user empowerment and choice, and improve purchasing power. Every second, some 2,534,097 emails are sent, 133,975 YouTube videos viewed, 56,896 Google searches conducted, 39,019 gigabytes of traffic posted through the Internet, 2,321 Skype calls made and 7,387 Tweets sent, according to estimates by the Internet Live Stats website.17 The law regulating these and other online intermediaries helps determine whether such services are possible.
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17 As of October 25, 2016. See www.internetlivestats.com/one-second/.


Global Commission on Internet Governance

The Global Commission on Internet Governance (GCIG) was established in January 2014 to articulate and advance a strategic vision for the future of Internet governance. The two-year project conducts and supports independent research on Internet-related dimensions of global public policy, culminating in an official commission report that will articulate concrete policy recommendations for the future of Internet governance. These recommendations will address concerns about the stability, interoperability, security and resilience of the Internet ecosystem. Launched by two independent global think tanks, the Centre for International Governance Innovation and Chatham House, the GCIG will help educate the wider public on the most effective ways to promote Internet access, while simultaneously championing the principles of freedom of expression and the free flow of ideas over the Internet.
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