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Introduction: How Can Policy Makers Predict the Unpredictable?

Meg King and Aaron Shull

Policy makers around the world are leaning on historical analogies to try to predict how artificial intelligence, or AI — which, ironically, is itself a prediction technology — will develop. They are searching for clues to inform and create appropriate policies to help foster innovation while addressing possible security risks. Much in the way that electrical power completely changed our world more than a century ago — transforming every industry from transportation to health care to manufacturing — AI’s power could effect similar, if not even greater, disruption.

Whether it is the “next electricity” or not, one fact all can agree on is that AI is not a thing in itself. Most authors contributing to this essay series focus on the concept that AI is a general-purpose technology — or GPT — that will enable many applications across a variety of sectors. While AI applications are expected to have a significantly positive impact on our lives, those same applications will also likely be abused or manipulated by bad actors. Setting rules at both the national and the international level — in careful consultation with industry — will be crucial for ensuring that AI offers new capabilities and efficiencies safely.
Situation this discussion, though, requires a look back, in order to determine where we may be going. While AI is not new — Marvin Minsky developed what is widely believed to be the first neural network learning machine in the early 1950s — its scale, scope, speed of adoption and potential use cases today highlight a number of new challenges. There are now many ominous signs pointing to extreme danger should AI be deployed in an unchecked manner, particularly in military applications, as well as worrying trends in the commercial context related to potential discrimination, undermining of privacy, and upended traditional employment structures and economic models.

In the series of essays that follows, international experts seek to make assessments of the near-, medium- and long-term policy implications of the increased deployment of AI and autonomous systems in military and security applications, recognizing (of course) that the further the time horizon is extended, the more abstract and speculative the analysis becomes. The series also seeks to address some of the big, looming policy questions:

- Is existing international law adequate?
- Will this technology upend or change traditional state power structures?
- Will AI be a stabilizing or a destabilizing force in international relations?
- How will states work with the private sector, and vice versa, and what impact will those decisions have?

As this series of essays makes clear, the most significant and complicated governance challenges related to the deployment of AI are in the areas of defence, national security and international relations. In this context, Canada’s defence policy, *Strong, Secure, Engaged*, laid the problem bare: “State and non-state actors are increasingly pursuing their agendas using hybrid methods in the ‘grey zone’ that exists just below the threshold of armed conflict. Hybrid methods involve the coordinated application of diplomatic, informational, cyber, military and economic instruments to achieve strategic or operational objectives. They often rely on the deliberate spread of misinformation to sow confusion and discord in the international community, create ambiguity and maintain deniability. The use of hybrid methods increases the potential for misperception and miscalculation” (National Defence Canada 2017, 53).

This suite of challenges is set to be magnified as AI gets better and better, and as adversarial actors continue to lurk below that threshold of traditional armed conflict. Inevitably, these challenges will continue to put pressure on the existing international rules and governance structures, many of which were designed for a different era. The moment is right to contemplate innovative policy solutions to match these challenges. We hope that the thinking advanced in this essay series may offer some guidance for policy makers in these extremely challenging times.

Whether it is the “next electricity” or not, one fact all can agree upon is that AI is not a thing in itself.
Promoting Innovation While Offering Practical and Flexible Regulation

As Daniel Araya and Rodrigo Nieto-Gómez tell us in their essay “Renewing Multilateral Governance in the Age of AI,” the most challenging part of developing AI policy and regulatory regimes is identifying what, specifically, must be regulated. This, they note, is due to the fact that AI technologies are designed not as end products, but rather as “ingredients or components within a wide range of products, services and systems,” ultimately encouraging the proliferation of combinatorial technologies. Therefore, as Araya and Nieto-Gómez suggest, successful regulation is “less about erecting non-proliferation regimes… and more about creating good design norms and principles” that carefully weigh design concerns against technical and ethical ones.

So, where should policy makers begin? In her essay “Public and Private Dimensions of AI Technology and Security,” Maya Medeiros suggests that individual governments will necessarily take the lead on a national level, but must coordinate “effort between different public actors. Different regulators with similar policy objectives should adopt universal language for legislation to encourage regulatory convergence.”

There is good news: We do not have to reinvent a regulatory regime for AI. Many of the sectors that will be significantly impacted by AI already have a strong regulatory history. Consider the automotive sector. In the United States, the National Highway Traffic Safety Administration regulates the safety of automobiles, and the Environmental Protection Agency regulates vehicle emissions, while state and local governments are able to establish their own safety laws and regulations as long as they do not conflict with federal standards.

But, even as specific sectors take different approaches to regulating AI capabilities, new AI norms, laws and regulations need to be general enough so that they do not become outdated. As Liis Vihul urges in her essay “International Legal Regulation of Autonomous Technologies,” they cannot be so vague that they are useless. For the defence sector, there is already a place to start: Vihul describes a “dense international legal framework” for warfare in which many rules may already exist that regulate the use of autonomous technologies in conflict. However, we will learn only in the application of these tools whether the old framework holds up.

Security Challenges Ahead

As if the challenge of governing AI was not hard enough, Michael C. Horowitz suggests, in “AI and the Diffusion of Global Power,” that AI will necessarily make cybersecurity threats a lot more complicated. He argues that cyberespionage could evolve to focus on algorithm theft, while data poisoning could prevent adversaries from developing effective algorithms. Amandeep Singh Gill, in his essay “A New Arms Race and Global Stability,” specifically identifies the spoofing of image recognition models by adversarial attackers as one such risk, which would only make the disinformation challenges outlined by Samantha Bradshaw that much more complicated for governments to address. These challenges are, collectively, as Bradshaw points out in her essay “Influence Operations and Disinformation on Social Media,” a systems problem. So, rather than simply labelling the content as a problem, we need to find a way toward a solution — starting with acknowledging that social media platforms have both the responsibility and the technical agency to effectively moderate our information ecosystems.

Finally, the risk of miscalculation looms as possibly the most significant threat posed by AI, because these tools are so new that we have yet to develop robust policy, legal and process frameworks for protecting against their misuse, intentional or unintentional. In his essay “Artificial Intelligence and Keeping Humans ‘in the Loop,’” Robert Mazzolin assesses whether, when and how humans should be kept in the decision-making loop; he suggests that decisions will depend on how adept AI becomes at the crucial tasks of discriminating between different data sets to properly “self-learn,” and noticing attempts at manipulation. Similarly, Gill argues that we need to advocate for the “gift of time” to safeguard the use of autonomous weapons.
Introduction: How Can Policy Makers Predict the Unpredictable?

It would be easy to feel overwhelmed by the task of governing emerging AI technologies. Thankfully, this series’ contributing authors have laid out a blueprint for assessing catastrophic risk, supporting peaceful and commercial use, and preserving North American technological leadership for near-term AI applications. Four key recommendations emerge that policy makers can apply in addressing the expanded use of AI and its highly unpredictable potential.

First, policy makers must prioritize developing a multidisciplinary network of trusted experts on whom to call regularly to identify and discuss new developments in AI technologies, many of which may not be intuitive or even yet imagined. In the same way that Marvin Minsky could not have predicted 70 years ago what AI would be capable of today, the one certainty for today’s policy makers is uncertainty. The large-scale deployment of AI, especially in security contexts, presents a range of horizontal public policy issues — international trade, intellectual property, data governance, domestic innovation strategy and national security, to name a few. Given the often complex interrelationships within and among these areas of concern, having access to multidisciplinary expertise will be a must.

Second, policy makers must work to develop strategies that are flexible enough to accommodate tactical shifts when the technology advances — for example, as computing power and algorithmic quality improve — and that allow for system-level changes. The policy frameworks they develop must be capable of attenuating the potential negative aspects of AI, while also maintaining enough elasticity to account for the inevitable advancement in technology capability and expanded use cases.

Third, policy makers must invest significant time and resources — in close cooperation with the private sector — to identifying the specific AI applications most in need of governance frameworks. This work must principally include continuously assessing each of AI’s many subsectors to identify the relative technological advancements of specific nations and regions. It will also require that policy makers move quickly (but deliberately) in certain areas where the storm is already upon us — one need only consider the interplay between behavioural nudging, big data, personal data, micro-targeting, feedback loops and foreign adversarial influence on everything from elections to societal cohesion.

Fourth, working in tandem with existing international regulatory bodies, policy makers must ensure not only that universal AI governance frameworks are consistent with their respective national regulations, but also that foundational principles — notably, human rights — are respected at every stage from design to implementation. To put it bluntly, these principles, which include rights to privacy, freedom of thought and conscience, among others, are too important to trade away for the sake of design. Safeguarding them will require policy makers to remain vigilant and to better understand the geostrategic elements of technical design, international standard setting and market development, because these are areas where adversarial states are always seeking advantage.

While narrow AI systems will likely continue to outperform their human counterparts, there is little evidence to suggest that these applications, as sophisticated as they may be, will evolve rapidly into systems with general intelligence.
Conclusion

As challenging as this moment may be, it offers a significant opportunity for policy makers; it is critical to remember, as Vihul points out, that “autonomous technologies are in their infancy.” Today and in the near future, we are talking only about “narrow” AI applications such as those derived through statistical machine learning. If, as Horowitz argues, artificial general intelligence — or machines capable of carrying out a broad range of cognitive tasks as well as or better than humans — is achieved, the governance playbook will need to be revised.

While narrow AI systems will likely continue to outperform their human counterparts, there is little evidence to suggest that these applications, as sophisticated as they may be, will evolve rapidly into systems with general intelligence. For example, a recent test by MIT Technology Review of Open AI’s new language-generating model, GPT-3, displayed the model’s “poor grasp of reality” despite its impressive “175 billion parameters and 450 gigabytes of input data,” with the reviewers concluding it "does not make for trustworthy intelligence" (Marcus and Davis 2020).

Put simply, AI applications have, and will continue to have, significant limitations, and those limitations must be accounted for as systems of governance are designed.

Instead, disruption will more likely happen in the combination of technologies — robotics and AI, for example. Identifying these trend lines, and being able to offer flexible but specific-enough policy within adaptable regulatory and legal frameworks — essentially, governance guardrails — that can respond when technology does evolve, will be critical for ensuring the new dimensions of international security.

As adversarial states continue to engage in the use of hybrid methods in the “grey zone,” policy makers can expect the challenges to become more pronounced as AI technology continues its rapid development. They can also expect that modern conflict and the future battlespace will be profoundly entangled with AI and autonomous systems. As the world moves into a deeply fragmented time, defined by distrust and great power competition, AI holds the potential to be a destabilizing force that can increase the likelihood of miscalculation, if it is deployed without adequate governance mechanisms in place.
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Renewing Multilateral Governance in the Age of AI

Daniel Araya and Rodrigo Nieto-Gómez
Since its inception some 60 years ago (Anyoha 2017), artificial intelligence (AI) has evolved from an arcane academic field into a powerful driver of social transformation. AI and machine learning are now the basis for a wide range of mainstream commercial applications, including Web search (Metz 2016), medical diagnosis (Davis 2019), algorithmic trading (The Economist 2019), factory automation (Stoller 2019), ridesharing (Koetsier 2018) and, most recently, autonomous vehicles (Elezaj 2019). Deep learning — a form of machine learning — has dramatically improved pattern recognition, speech recognition and natural language processing (NLP). But AI is also the basis for a highly competitive geopolitical contest.

Much as mass electrification accelerated the rise of the United States1 and other advanced economies, so AI has begun reshaping the contours of the global order. Data-driven technologies are now the core infrastructure around which the global economy operates. Indeed, whereas intangible assets (patents, trademarks and copyrights) were only 16 percent of the S&P 500 in 1976, they comprise 90 percent today (Ocean Tomo 2020, 2). In fact, intangible assets for S&P 500 companies are worth a staggering US$21 trillion (Ross 2020; see also Table 1). In this new era, power is rooted in technological innovation. Together, renewable energy technologies
(Araya 2019b), fifth-generation (5G) telecommunications (Araya 2019a), the Industrial Internet of Things (Wired Insider 2018) and, most importantly, AI are now the foundations for a new global order.

At the research level, the United States remains the world’s leader in AI. The National Science Foundation (NSF) provides more than US$100 million each year in AI funding (NSF 2018). The Defense Advanced Research Projects Agency (DARPA) has recently promised US$2 billion in investments toward next-generation AI technologies (DARPA 2018). In fact, the United States leads in the development of semiconductors, and its universities train the world’s best AI talent. But, while the United States retains a significant research dominance, national leadership is weak and resources are uneven.

While the United States has established a strong lead in AI discovery, it is increasingly likely that China could dominate AI’s commercial application (Lee 2018). China has now emerged as an AI powerhouse (Simonite 2019), with advanced commercial capabilities in AI and machine learning (Lee 2020) and a coherent national strategy. Alongside China’s expanding expertise in factory machinery, electronics, infrastructure and renewable energy, Beijing has made AI a top priority (Allen 2019). What is obvious is that China has begun a long-term strategic shift around AI and other advanced technologies (McBride and Chatzky 2019).

### Toward a New Global Order

Together, China and the United States are emerging as geopolitical anchors for a new global order (Anderson 2020). But what kind of global order? How should actors within the existing multilateral system anticipate risks going forward? Even as the current coronavirus disease 2019 (COVID-19) crisis engulfs a wide range of industries and institutions, technological change is now set to undermine what is left of America’s Bretton Woods system (Wallace 2020). To be sure, weaknesses in the current multilateral order threaten to deepen the world’s geopolitical tensions.

The truth is that a global system shift is already under way (Barfield 2018). As Rohinton P. Medhora and Taylor Owen (2020) have pointed out, data-driven technologies and the current pandemic are both manifestations of an increasingly unstable system. For almost five decades, the United States has guided the growth of an innovation-driven order (Raustiala 2017). But that order is coming to an end. Accelerated by the current health crisis, the world economy is now fragmenting (Pethokoukis 2020). Beyond the era of US hegemony, what we are increasingly seeing is a rising techno-nationalism that strategically leverages the network effects of technology to reshape a post-Bretton Woods order (Rajan 2018).

#### Table 1: Largest Companies by Intangible Value

<table>
<thead>
<tr>
<th>Rank</th>
<th>Company</th>
<th>Sector</th>
<th>Total Intangible Value (in billion US$)</th>
<th>Share of Enterprise Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Microsoft</td>
<td>Internet and software</td>
<td>$904</td>
<td>90%</td>
</tr>
<tr>
<td>2</td>
<td>Amazon</td>
<td>Internet and software</td>
<td>$839</td>
<td>93%</td>
</tr>
<tr>
<td>3</td>
<td>Apple</td>
<td>Technology and</td>
<td>$675</td>
<td>77%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>information technology</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Alphabet</td>
<td>Internet and software</td>
<td>$521</td>
<td>65%</td>
</tr>
<tr>
<td>5</td>
<td>Facebook</td>
<td>Internet and software</td>
<td>$409</td>
<td>79%</td>
</tr>
<tr>
<td>6</td>
<td>AT&amp;T</td>
<td>Telecommunications</td>
<td>$371</td>
<td>84%</td>
</tr>
<tr>
<td>7</td>
<td>Tencent</td>
<td>Internet and software</td>
<td>$365</td>
<td>88%</td>
</tr>
<tr>
<td>8</td>
<td>Johnson &amp; Johnson</td>
<td>Pharma</td>
<td>$361</td>
<td>101%</td>
</tr>
<tr>
<td>9</td>
<td>Visa</td>
<td>Banking</td>
<td>$348</td>
<td>100%</td>
</tr>
<tr>
<td>10</td>
<td>Alibaba</td>
<td>Internet and software</td>
<td>$344</td>
<td>86%</td>
</tr>
</tbody>
</table>


Note: Percentages may exceed 100% due to rounding.
One could observe (as Vladimir Lenin purportedly did), that “there are decades where nothing happens, and there are weeks where decades happen.” Even as nation-states leverage data to compete for military and commercial advantage, disruptive technologies such as AI and machine learning are set to transform the nature and distribution of power. What seems clear is that we are entering an era of hybrid opportunities and challenges generated by the combination of AI and a cascading economic crisis. The spread of smart technologies across a range of industries suggests the need for rethinking the institutions that now govern us (Boughton 2019).

In order to manage rising tensions, a new and coordinated global governance framework for overseeing AI is needed. The absence of effective global governance in this new era means that we are facing significant turbulence ahead. Indeed, in the wake of COVID-19, the global economy could contract by as much as eight percent, moving millions of people into extreme poverty (World Bank 2020). Any new framework for multilateral governance will need to oversee a host of challenges overlapping trade, supply-chain reshoring, cyberwar, corporate monopoly, national sovereignty, economic stratification, data governance, personal privacy and so forth.

**Global Governance in the AI Era**

Perhaps the most challenging aspect of developing policy and regulatory regimes for AI is the difficulty in pinpointing what exactly these regimes are supposed to regulate. Unlike nuclear proliferation or genetically modified pathogens, AI is not a specific technology; it’s more akin to a collection of materials than a particular weapon. It is also an aspirational goal (Walch 2018), much like a philosopher’s stone that drives the magnum opus of computer science (the agent that unlocks the alchemy). To take only one example, Peter J. Denning and Ted G. Lewis (2019) classify the idea of “sentient” AI as largely “aspirational.”

The dream of the intelligent machine now propels computer science, and therefore regulatory systems, around the world. Together, research in AI and aspirational expectations around sentient machines are now driving fields as diverse as image analysis, automation, robotics, cognitive and behavioural sciences, operations research and decision making, language processing and the video gaming industry (The Verge 2019) — among many others. Regulating AI, therefore, is less about erecting non-proliferation regimes (a metaphor often used for managing AI; see, for example, Frantz 2018), and more about creating good design norms and principles that “balance design trade-offs not only among technical constraints but also among ethical constraints” (Ermer and VanderLeest 2002, 7.1253.1), across all sorts of products, services and infrastructure.

The spread of smart technologies across a range of industries suggests the need for rethinking the institutions that now govern us.

To explain this challenge with greater precision, we need to better appreciate the truism that “technology is often stuff that doesn’t work yet” and apply a version of this truism to the discourse on AI as “the stuff computers still can’t do.” In 1961, the development of a computer “spelling checker” (today a ubiquitous application) fell to the inventors at the Stanford Artificial Intelligence Laboratory (Earnest n.d.), like AI. Today, it is “just” a software feature. Twenty years ago, a car accelerating, braking and parking itself would have been considered AI; today, those functions are “just” assisted driving. Google is a search engine and Uber a ride-sharing app, but few of the billions of users of these Web platforms would consider them AI.

Simply put, once a service or a product successfully integrates AI research into its value proposition, that technology becomes a part of the functionality of a system or service. Meanwhile, the application of this “weak” or “narrow” AI proliferates across multiple research disciplines in the diffusion of an expanding horizon of tools and technologies. These applications of AI are everywhere and, in becoming everyday “stuff that works,” simply “disappear” into the furniture and functionality.
of the systems and services they augment. To take one example, a chair with adaptive ergonomics based on machine learning is just a fancy chair, not AI. For this reason, it would be very difficult to build general-purpose regulatory regimes that anticipate every case of AI and machine learning. The innovation costs alone of trying to do so would be staggering.

Toward Mundane AI Regulation

The challenges in regulating AI are, then, twofold: On the one hand, if we understand AI as a series of technological practices that replicate human activities, then there is simply no single field to regulate. Instead, AI governance overlaps almost every kind of product or service that uses computation to perform a task. On the other hand, if we understand AI and dedicated AI laboratories as the basis for dramatically altering the balance of power among peoples and nations, then we have terrific challenges ahead. Beyond the exaggerations of AI often seen in science fiction, it is clearly important to develop the appropriate checks and balances to limit the concentration of power that AI technologies can generate.

The need for AI regulation has opened a Pandora’s box of challenges that cannot be closed. And should not be — just as the quest for the unattainable philosopher’s stone created some of the most important foundational knowledge in modern chemistry (Hudson 1992), so the search for “strong AI” has produced some of the core ingredients used to develop the most exciting, profitable and powerful modern technologies that now exist. In this sense, AI technologies behave less like nuclear technologies and more like aspartame or polyethylene.

Fortunately, the mature regulatory regimes overseeing food safety and material standards have already produced a series of norms that can inspire the ways in which global AI regulation might work. Instead of trying to regulate the function or final shape of an AI-enabled technology, the object of regulation should instead focus on AI as an “ingredient” or component of technological proliferation. This approach will be particularly important in preserving innovation capacity while providing appropriate checks and balances on the proliferation of AI-driven technologies.

Envisioning Smart AI Governance

Notwithstanding the mundane aspects of AI governance, very real challenges lie ahead. We are living through a period of transition between two epochs: an industrial era characterized by predictable factory labour, and a new digital era characterized by widespread institutional unravelling. In this new century, the United States remains a formidable power, but its days of unipolar hegemony have come to an end. The hard reality is that technology is disrupting the geopolitical and regulatory landscape, driving the need for new protocols and new regulatory regimes.

Without a doubt, the most complex governance challenges surrounding AI today involve defence and security. From killer swarms of drones (Future of Life Institute 2017) to the computer-assisted enhancement of the military decision-making process...
AI technologies will force multiply the capacity of nation-states to project power. While the temptation to use the non-proliferation lens for any other kind of AI technology (for example, ban all killer robots!), the dual-use challenge remains the same. A killer robot is not a specific kind of technology. It is, instead, the result of the recombination of AI "ingredients," many of which are also used to, for example, detect cancers or increase driver safety.

Over and above the current COVID-19 crisis, data-driven technologies are provoking a vast geotechnological restructuring (Khanna 2014). In this new environment, AI and machine learning are set to reshape the rules of the game. As Google’s Sundar Pichai (2020) wrote early this year in an op-ed for the Financial Times, the time for properly regulating AI technologies is now. As in the postwar era, what we need is a new kind of multilateral system to oversee a highly technological civilization. Sadly, much of the existing governance architecture lacks the capacity to address the needs of a data-driven economy. Nonetheless, most governments are already beginning to explore new regulations, even as approaches vary.

Given the scale of the changes ahead, we will need to consider the appropriate regimes for regulating AI. Fortunately, this does not mean starting from scratch. Even as regulatory compliance issues around AI proliferate, many existing regulatory systems and frameworks will remain invaluable. Indeed, even as the final forms of many AI technologies differ, the underlying ingredients are shared. And just as consumer protection laws hold manufacturers, suppliers and retailers accountable, so the plethora of AI-driven products and services can be similarly regulated. Nonetheless, looking beyond the mundane regulation of AI, many big challenges remain. Solving these challenges will mean rethinking a waning multilateral order.
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SUBSCRIBE:
Two capabilities excite military planners more than anything else: first, the ability to get inside the decision-making loop of an adversary, and stay a step ahead of their responses in a conflict; second, the ability to sense the battle space fully and see what is going on at any place at any time (Hitchens 2019). And nothing makes military planners more jittery than the prospect of body bags, hence the attraction of finding ways to wage “bloodless” wars or do violence at a distance.

Artificial intelligence (AI) systems promise them a threefold bounty. First, data from different domains can be fused and weighted in real time by weapons platforms and related decision-support systems. Force can thus be applied at a faster tempo. Second, human limitations in digesting sensor inputs, say, live video feeds from a variety of locations, can be overcome for enhanced situational awareness, which could enable tailored and timely application of force for maximum effect. Finally, and perhaps not today but soon, machines can step into front-line combat roles, which mitigates the political implications of human casualties.
Of course, there are a number of important hurdles to be overcome first. The technology is still not mature. Very few AI models today can capture exceptions beyond the classifiers that are used during their training with data, nor can they learn in real time beyond such training on an incremental basis. There are safety issues; for example, image recognition models can be easily spoofed by so-called “adversarial” attacks (Vincent 2017). Even if an algorithm performs well in simulations, trust in the human-AI interface is still to be established, including in domains such as autonomous cars that have had years of testing and billions in investments. Commanders who have seen sailors or aviators struggle with simple digital dashboards would be loath to trust obscure and inscrutable algorithmic models. Not least, significant legal and ethical challenges remain to the ceding of human control and judgment to black-box algorithms.

At this stage of development, a useful analogy is the financial sector, where the stakes (and potential rewards) are high, as is the interconnectedness of risk, often in ways that are not so explicit or clear. A report by the Basel, Switzerland-based Financial Stability Board (FSB) highlights how “third-party dependencies” could grow as AI is introduced in financial services and how “new and unexpected forms of interconnectedness” could arise, for instance, as previously unrelated data sources come together (FSB 2017, 1).

Traditionally, arms control experts have looked at the introduction of new technologies of warfare from the perspectives of both stability and compliance with existing legal norms. In the latter context, there is no specific injunction against AI systems in existing arms control treaties on conventional weapons or weapons of mass destruction (nuclear, biological and chemical). How potential AI systems could impact existing international humanitarian law (IHL) principles such as distinction, proportionality and military necessity has been the subject of discussions in Geneva, Switzerland, since 2014 on “lethal autonomous weapons systems” under the 1980 Convention on Certain Conventional Weapons (CCW) (Gill, forthcoming 2020). A number of options to regulate such systems have been proposed to address concerns related to the undermining of IHL, in particular the fudging of human accountability for the laws of armed conflict. Moral and human rights concerns have also been cited to propose a complete ban on systems that can take life and death decisions without human intervention (Guterres 2018).

The stability arguments highlight several risks: a lowered threshold for use of lethal force; a new arms race (arms race stability); miscalculation and escalation due to the use of autonomous systems during tense faceoffs (crisis stability); and an undermining of the fragile balance in strategic weapons (deterrence stability) due to an AI-driven breakthrough in strategic offence or defence. During the Cold War, the two superpowers prohibited the deployment of nationwide missile defence systems through a bilateral treaty, since such technologies could have created an illusion of invulnerability and tempted one side to launch pre-emptive nuclear strikes on the other (Korda and Kristensen 2019). They invested in invulnerable systems, such as submarines carrying strategic missiles, to shore up deterrence. Today, AI could make it easier to follow submarines with nuclear weapons as they leave port for their deterrence patrolling stations, thereby allowing an adversary to neutralize what has been considered thus far the invulnerable leg of the nuclear triad. Further, an outlier could introduce immature AI technologies into highly destructive conventional or nuclear arms as it seeks to restore deterrence with a more powerful adversary or nudge it back to the negotiating table with outlandish systems. (See, for instance, the discussion on Russia’s Poseidon underwater autonomous nuclear delivery system in Boulanin [2019].)

Despite the headlines and the catchy titles, the nature and the extent of the AI arms race are hard to discern at this stage. In many ways, the battlefield is still techno-commercial (Lee 2018). What is worrisome is that the AI technological rivalry among the major powers is coming at a time when mutual trust is low and when traditional structures for dialogue on arms control are withering away. Equally, because there are no dramatic markers of progress on the outside, unlike the Cold War experience of nuclear tests and missile launches, and because AI algorithms and their training data sets are inherently opaque, each side is guessing what the other is up to and probably attributing more AI military intent and capability than is necessitated. The upheaval and economic losses created by
the coronavirus disease 2019 pandemic have added to the uncertainty and mutual suspicion. The psychological backdrop for an arms race dynamic is very much in place.

Where are we likely to see this arms race play out first, and does it have the potential to become a global arms race, as has been the case with nuclear arms?

AI systems for perimeter defence of naval task forces, anti-submarine warfare, mine-detection and counter-mine measures, aerial defence against drones at sea, and seabed-deployed sensor networks, as well as submersibles for protecting communications cables, could see investments and eventual deployments by advanced navies. Investments in autonomous aerial combat vehicles, autonomous swarms, and target detection and acquisition systems, for force application from air and the navigation and control of supersonic and hypersonic combat systems, are likely to grow as well. On the ground, a range of logistics and support functions, as well as over-the-horizon reconnaissance and attack capabilities against high-value targets, are likely to see investments. AI use in some dirty and dangerous jobs, such as counterterrorism or IED (improvised explosive device) clearing operations, would also grow. In all these areas, since the relative quality of AI systems will be harder to assess than physically embodied weaponry, contestants will be left less certain as to each other’s capabilities, increasing the risk of miscalculation and disproportionate responses in capability development and deployment.

A significant area of AI use is likely to be cyberwarfare capabilities. Today, cyberweapons do not mutate during use, but tomorrow they could do so autonomously in response to defensive measures. This could endanger them with strategic effects.

Hopefully, strategic systems themselves will not see early and consequential integration of the AI technologies that are available today. This hope rests mainly on the culture of strategic communities, which prefer hard-wired systems with calculable certainties and failure rates. The risk of “entanglement” will remain, nonetheless, as new systems bring new types of data, actors and domains into the calculations of the strategic communities (for a pessimistic view, see Johnson [2020]). There will be pressure also on the offence–defence equation if there are AI breakthroughs in areas such as submarine detection and communications with, or control of, hypersonics. Another concern is the perceptions of parity among and between the players; some nuclear armed states may get an early-mover advantage by using AI to better manage the conventional and sub-conventional parts of the conflict escalation ladder, which might force others to threaten to increase their reliance on early nuclear weapons use or risky deployment postures.

In terms of geographical theatres of contestation, AI systems are likely to be deployed earlier in the maritime domain and in areas such as the North Atlantic/Arctic, the Gulf and the South China Sea in the Indo-Pacific. This is because of the sensitivity attached to shifts in balance of power in these areas and the operational focus of the major military powers.

A significant area of AI use is likely to be cyberwarfare capabilities.

Do AI weapons systems have the potential to impact the global balance of power? Possibly — but not so much as a stand-alone variable different from other trends driving shifts in power today. In that sense, relying on the historical experience with nuclear weapons can only take us so far with regard to AI systems. Proliferation could still turn the AI arms race among the major powers into a global phenomenon, and regional AI competition could throw up a few nasty deployment surprises. But the global balance of power will be shaped by many interdependent factors; digital technologies will be just one among many.

To conclude, what should be the key areas of immediate action for the international community to prevent the AI arms race from going global and to manage its international security consequences?
First, bring autonomous weapons systems into the agendas of current dialogues on disarmament, arms control and non-proliferation. Doing so would enhance transparency and encourage better understanding of intentions, capabilities and, eventually, deployment doctrines. It would also encourage sharing of best and "worst" practices, just as shared learning on safety and security of nuclear weapons was built up during the Cold War.

Second, discourage the commingling of strategic systems and AI-based decision-support systems. This work could take the form of political understandings among the nuclear-armed states. Additional understandings could be built around AI use that might impinge on the offence-defence equation.

Third, pursue discussions that have been taking place in Geneva among the United Nations’ Group of Governmental Experts (2018) working in this area, to reach agreement on national mechanisms to review autonomous weapons systems with regard to obligations under IHL, and to exclude those systems that cannot comply with such obligations. Such an agreement could be accompanied by regular exchange of experience on the quality of the human-machine interface. Thus, use scenarios, where the pace of action on the battlefield exceeds the limits of human decision makers to exercise effective supervision or correctly interpret the information that AI systems are relaying to them, could be identified and avoided.

Decades ago, Jonathan Schell highlighted the danger that hair-trigger alert systems pose and argued powerfully for abolishing nuclear weapons (Schell 1998). Today, we need to advocate similarly for the "gift of time" in regard to autonomous weapons. After all, when we do something as quintessentially human as taking a deep breath, we allow wisdom to flow into the moment and enhance the quality of our actions.
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Security, Intelligence and the Global Health Crisis

A CIGI Essay Series

The impact of COVID-19 both globally and in Canada has raised important questions about best practices with regard to global and domestic health surveillance, early warning and preparedness. What role do security and intelligence institutions play in protecting societies against pandemic outbreaks?
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Public and Private Dimensions of AI Technology and Security

Maya Medeiros
The rapid emergence of disruptive technologies such as artificial intelligence (AI) requires that new governance frameworks be created so that these technologies’ development can occur within a secure and ethical setting, to both mitigate their risks and maximize their benefits for humanity. There are public and private dimensions to AI governance. Various private companies have called for increased public regulation to ensure the ethical use of new technology, and some have even suspended high-risk applications, such as facial recognition for law enforcement, until a proper regulatory framework is in place. Public-private collaboration is essential to creating innovative governance solutions that can be adapted as the technology develops, not only to support innovation and commercial application but also to provide sturdy guardrails that protect human rights and social values.
Private Initiatives in AI Governance

Private companies' governance initiatives generally involve best practices and voluntary guidelines to govern the development and use of responsible AI.

An initial report on AI governance was launched in 2016 by the Institute of Electrical and Electronics Engineers (IEEE). The IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems aims to “ensure every stakeholder involved in the design and development of autonomous and intelligent systems is educated, trained, and empowered to prioritize ethical considerations so that these technologies are advanced for the benefit of humanity” (IEEE 2017, 3). The initiative also involves a series of voluntary IEEE standards that address governance and ethical aspects of AI.

Another private initiative, the Partnership on AI, was established by several large technology companies — Apple, Amazon, DeepMind and Google, Facebook, IBM and Microsoft — and has since expanded to include a wide variety of companies, think tanks, academic AI organizations, professional societies, and charitable groups such as the American Civil Liberties Union, Amnesty International, the United Nations’ Children’s Fund and Human Rights Watch. The partnership’s work involves study, discussion, identification, sharing and recommendation of best practices in the research, development, testing and fielding of AI technologies. The partnership addresses such areas as fairness and inclusivity, explanation and transparency, security and privacy, values and ethics, collaboration between people and AI systems, interoperability of systems, and the trustworthiness, reliability, containment, safety and robustness of the technology.

The Information Technology Industry Council (ITI), a trade association, has developed its own set of AI principles for designing AI technologies beyond compliance with existing laws (ITI 2017). The ITI recognizes the potential uses and misuses of technology, the implications of its use or misuse, and the industry’s responsibility and opportunity to take steps to avoid the reasonably predictable misuse of AI by committing to ethics by design.

Many large technology companies have value-based principles for internal AI activities to guide their conduct. However, these private initiatives are not binding and require voluntary compliance by companies using the technology.

Public Initiatives in AI Governance

Public governance initiatives include international value-based policies for responsible AI and guidance for national legislation.

The Organisation for Economic Co-operation and Development (OECD) developed principles on AI to promote trustworthy AI that respects human rights and democratic values. The “OECD AI Principles,” formally known as the Recommendation of the Council on Artificial Intelligence, were adopted in May 2019 by OECD member countries and are the first such principles signed on to by governments (OECD 2019a). Beyond OECD members, other countries, including Argentina, Brazil, Costa Rica, Malta, Peru, Romania and Ukraine, have already adhered to the OECD AI Principles, with further adherents anticipated. The OECD AI Principles set standards for AI that complement existing OECD standards in areas such as privacy, digital security risk management and responsible business conduct. The principles identify five complementary value-based principles for the responsible stewardship of trustworthy AI and also provide five recommendations to governments. While not legally binding, they aim to set the international standard for responsible AI and to help governments design national legislation. The Group of Twenty (G20) adopted human-centred AI principles that draw on the OECD AI Principles, which affirmed at the G20 level “that the AI we want is centered on people, respects ethical and
democratic values, [and] is transparent, safe and accountable” (OECD 2019b).

In addition to international principles, multiple foreign governments have presented national AI policies or policies that purport to regulate some aspect of the adjacent technology stack. In Canada, the National Cyber Security Strategy presents a vision for protecting Canadians’ digital privacy, security and economy and a commitment to collaborate with France on ethical AI (Public Safety Canada 2018).

China has a national recommended standard for personal data collection, issued as GB/T 35273-2020 or “Information Security Technology — Personal Information Security Specification” (People’s Republic of China 2020), which addresses data considerations similar to those in the European Union’s General Data Protection Regulation. China’s “Next Generation Artificial Intelligence Development Plan” highlights the need to strengthen research and establish laws, regulations and ethical frameworks on legal, ethical and social issues related to AI and protection of privacy and property (People’s Republic of China 2017). In India, there is discussion on the importance of AI ethics, privacy, security and transparency, as well as on the current lack of regulations around privacy and security (National Institute for Transforming India 2018).

The European Union’s Committee on Legal Affairs recommends that “the existing Union legal framework should be updated and complemented, where appropriate, by guiding ethical principles in line with the complexity of robotics and its many social, medical and bioethical implications” (European Parliament 2017, 9). The European Commission (2018a) published its strategy paper on AI but did not propose any new regulatory measures for AI. As a follow-up, it published a “Coordinated Action Plan on AI” that set forth its objectives and plans for an EU-wide strategy on AI (European Commission 2018b). A UK strategy considers the economic, ethical and social implications of advances in AI and recommends preparing for disruptions to the labour market, open data and data protection legislation, data portability, and data trusts. The UK perspective is centred on the fact that large companies that have control over vast quantities of data must be prevented from becoming overly powerful. France aims to implement inclusive and diverse AI and avoid the “opaque privatization of AI or its potentially despotic usage” (Macron, quoted in Rabesandratana 2018).

The United States appears to be focused on the military aspects of AI policy, with the House Committee on Armed Services legislating a National Security Commission on Artificial Intelligence mandated “to consider the methods and means necessary to advance the development of artificial intelligence, machine learning, and associated technologies by the United States to comprehensively address the national security and defense needs of the United States.” The commission’s latest report recommends a White House-led technology council and aims to convey one big idea: “The countries, companies, and researchers that win the AI competition — in computing, data, and talent — will be positioned to win a much larger game” (National Security Commission on Artificial Intelligence 2020, 2).

However, these policies are not binding on private players. Governments are slowly starting to introduce binding national laws directed to certain technologies, such as automated decision making, face recognition and conversational agents. While technology development and deployment accelerates, private actors continue to request increased regulation to ensure the ethical use of new technology and mitigate risk.

The Need for a Joint Effort

A joint effort by private companies and public governments is needed to create a more agile regulatory framework responsive to the accelerating pace of disruptive technologies. Many private entities better comprehend the AI tools and unintended impacts of regulation, making their perspectives essential to public regulators.

Public action is required to mandate compliance with AI policy and enforce ethical requirements. There should be coordinated effort between different public actors. Different regulators with similar policy objectives should adopt universal language for legislation to encourage regulatory convergence. International standards with universal language can help streamline adoption by private players operating in multiple countries,
Innovative regulatory models for disruptive technologies are also emerging.

for example. Private actor cooperation is required for widespread compliance with any new regulation.

Current AI policies are often value-based and might not provide enough detail on how private actors can achieve the target objectives within different use cases in order to comply with the policy. There should be sufficient guidance to understand how a specific AI tool should be designed to meet an objective and whether the specific tool is compliant with the objective. Any regulation should include operational guidance and workable directives developed in cooperation with private actors. Detailed examples for different applications can help to provide guidance and create more certainty on a specific policy’s impact on those applications.

Private players can agree to voluntarily adopt public initiatives until such time as new governance solutions are available. If a company voluntarily adopts an AI policy, it must then comply with the policy. Evaluating specific AI tools for compliance with principles requires the dedication of significant efforts on the part of the private player. A comprehensive evaluation often requires a technical understanding of a specific AI tool to see how it maps to different principles. However, there can be a lack of knowledge by regulators and a need for input by private industry to improve understanding of these complex technologies. Enforcement of a policy might require examination of the AI tool, which is undesirable if aspects of the tool are protected as trade secrets. Protective measures for the code will be required for examinations of code mandated by policy.

Private contracts can be used to increase adoption of governance terms for new disruptive technologies. Ethics and governance requirements that might otherwise be voluntary can be incorporated in contracts to create binding obligations between private players. However, incorporating governance terms into contracts requires agreement by the contracting parties. If parties were to commonly include governance terms in contracts relating to AI technology, they would help to encourage the adoption and standardization of these terms and to establish at least minimum standards for ethics and security.

Open-source software licences can also be used to encourage adoption of governance terms. Disruptive technologies are commonly being offered as "open-source" tools licensed by standard terms. The software licences could also be updated to include minimum governance requirements, such as through the listing of both permitted ethical uses of the open-source tools and prohibited uses. Widespread use of the tools could in turn trigger widespread adoption of these minimum governance terms. For example, contact-tracing tools to track outbreaks for public health purposes could involve collecting data with varying levels of sensitivities. Contact-tracing tools and associated data can be released under terms of use that mandate basic ethical practices.

Innovative regulatory models for disruptive technologies are also emerging. New hybrid “regulatory markets” pair strong government oversight with private sector regulators. In these regulatory markets, private sector regulators compete for the right to regulate specific AI fields. Instead of enacting traditional regulation, government can set the goals, and independent companies can determine how they should meet such goals, thereby incentivized to invent streamlined ways to achieve these government-set goals. There are risks that private regulators will be influenced by the entities they regulate rather than by public interest, and it will be important to ensure that private regulators act independently.

Private actors will continue to request public regulatory guidance for high-risk applications of disruptive technology, such as the use of AI in self-driving cars and law enforcement. Until such time as proper security and ethical regulatory measures are in place, the use of these technologies will be stifled. However, uncertainties around regulatory compliance and enforcement can also stifle innovation. We need new solutions for regulating
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disruptive technology that are responsive to high-risk applications while also supporting technology development and deployment.
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The advent of new technologies always prompts questions concerning their legality, and this is certainly true with respect to autonomous technologies, including those using varying degrees of artificial intelligence (AI). As autonomous solutions are developed and employed, countries need to ensure that their use aligns with established moral and ethical principles, which are often enshrined in both domestic and international legislation. The basic legal dilemma concerning any new technology is ascertaining whether existing law is capable of regulating it in conformity with those principles and, if not, what new legal instruments are necessary to meet that objective. This essay explores that question in the context of autonomous technologies.

Innovation in autonomy is being driven simultaneously by civilian and national security (including military) demands. Commercial autonomous technology for civilian application is primarily subject to domestic legal regulation, although international law can, and is likely to, play some role in its governance. Autonomous military technologies are predominantly developed for employment in an international environment during armed conflict; in that setting, international law is prominent. The essay begins with a discussion of the prospect for international legal regulation of autonomous civilian technologies. It then turns to certain challenges relating to international law that employing autonomy in national security and defence contexts, including on the battlefield, presents.
Regulation for Civilian Purposes

Legislatures across the globe should be preparing to amend their laws, and possibly adopt new ones, governing autonomous technologies. Some applications, such as aircraft autopilot systems and industrial robots, have been employed for decades, albeit in strictly controlled environments where robust security controls are in place. In the future, technologies with varying degrees of autonomy will become pervasive in many societies. Driverless public transit systems, self-driving cars and AI algorithms in medical diagnosis are leading this innovation, with countless other use cases bound to follow. Inevitably, domestic laws will require some degree of revision to ensure adequate regulation of such systems.

For the present, these new technologies are primarily subject to industry self-regulation, with several large companies having adopted internal policies relating to the use of automation in their products and services (for examples, see International Committee of the Red Cross 2019, 25–26). The experience states have had with current digital technologies offers valuable lessons in this regard; when the private sector is left to self-regulate, friction between companies and governments is likely to arise. Criticism by states directed at Twitter and Facebook about their handling of online content, such as fake news and live streaming of violent incidents, or the susceptibility of their algorithms to manipulation and biases, is illustrative. That these companies have called on governments to specify through regulation the kinds of action expected of them is therefore unsurprising (Press Association 2019; Rudgard and Cook 2019).

The extent to which industry self-regulation can govern more advanced autonomous technologies to the satisfaction of governments, civil society and the public generally is limited. Google, itself, has acknowledged that "self- and co-regulatory approaches will remain the most effective practical way to address and prevent AI related problems in the vast majority of instances, within the boundaries already set by sector-specific regulation," but that "there are some instances where additional rules would be of benefit" and "relying on companies alone to set standards is inappropriate" (Google, n.d., 29; Evans 2020). Accordingly, it is sensible for governments to engage with the private sector and collaboratively work toward optimal governance regimes, as opposed to intervening only when unwanted consequences of this new technology have begun to manifest.

Regulatory rules, rather than legislative solutions, are likely to emerge first, as has been the case with other novel technologies. In the field of nanotechnology, for example, several European countries have adopted regulations that impose reporting requirements on companies that manufacture, import or distribute nanomaterials. In the field of autonomy, we can likewise expect regulations tackling discrete issues, which at some point will be followed by legislative action, whether through amendments to existing laws or the adoption of new ones (this is without prejudice to the adoption of so-called enabling legislation, that is, legislation that grants the power to adopt regulations to a certain person or entity, such as a government minister).

Public international law, by contrast, will largely play a bystander's role insofar as commercial autonomous solutions meant for civilian use are concerned. However, the international community may at some point feel the need to harmonize countries' domestic laws to ensure that the internal legal regulation of these commercial technologies is consistent across borders. The legal mechanism for harmonization would be the adoption of a so-called uniform law treaty that obligates states that are parties to the instrument to legislate domestically with respect to their criminal, civil or administrative laws. For example, such a treaty could prescribe uniform safety standards, liability rules, certification schemes, data management processes, human supervision requirements over the use of the technology, fail-safe mechanisms to be put in place, operational constraints, rules regarding bias, and criminal offences involving autonomous technologies.

The most likely starting point for international legal regulation along these lines would be the European Union, for it is the only international organization with an institutional capacity, a pre-existing mandate and the political appetite to adopt such far-reaching binding rules (in fact, it has already taken preliminary steps toward intra-community regulation of AI; see European Commission 2020). Although formally the European Union only has the authority to legislate
vis-à-vis its member states, the effect of any resulting regulation would extend beyond the organization’s borders. The situation might be analogous to the European Union’s General Data Protection Regulation — to the extent foreign companies offering products and services in the field of automation want to operate in the EU market, they would be obliged to follow applicable EU rules. This presents a strategic opportunity for the European Union, for it is uniquely well-positioned to serve as a pioneer in this area, thereby shaping the conversation as to the appropriate legal and regulatory regime for autonomous technologies.

**Regulation of National Security and Defence-Related Autonomous Technologies**

It is widely accepted that autonomy, in particular AI, will revolutionize warfare. Examples of contexts in which autonomy is and will be employed include information processing, notably intelligence analysis; unmanned weapon systems; realistic military training; psychological warfare; and military command and control. It is therefore unsurprising that great-power competition for supremacy in military autonomous technologies and AI is under way.

In that warfare is governed by a dense international legal framework, many rules already exist that regulate the use of autonomous technologies in war. These rules form a regime of international law known as international humanitarian law (IHL), also labelled the law of armed conflict.

Scholarship on the interplay between these new technologies and IHL has primarily focused on the use of lethal autonomous weapons (Schmitt and Thurnher 2013; O’Connell 2014; Sassoli 2014; Geiss 2015). At the state level, a group of governmental experts convened under a UN umbrella has confirmed that “international humanitarian law continues to apply fully to all weapons systems, including the potential development and use of lethal autonomous weapons systems” (Group of Governmental Experts 2017, para. 16(b)), which logically leads to the conclusion that other military uses of autonomous technologies are likewise governed by this subfield of international law.

IHL, in particular its rules governing the conduct of hostilities (that is, the way in which a war is waged), are relevant insofar as the international community has not prohibited particular means or methods of warfare. Presently, no automated or autonomous technologies have been banned, although states have been under political, scholarly and civil society pressure to prohibit fully autonomous lethal weapons since the launch of the “Ban Killer Robots” movement. For instance, the European Parliament in 2018 adopted a resolution in which it urged the European Commission, individual member states and the European Council to “work towards the start of international negotiations on a legally binding instrument prohibiting lethal autonomous weapon systems” (European Parliament 2018, para. 3). In the absence of such a treaty, existing IHL rules govern their use.

The issue of lethal autonomous weapon systems aside, it is clear that autonomous technologies will increasingly find military usage. It is equally clear that the application of the pre-automation, pre-autonomy rules of IHL to those technologies is not without challenges. Many existing debates over how to apply IHL rules would apply equally to autonomous systems, as in the case of questions concerning the permissibility of directing non-destructive military operations against civilian objects or the geographical boundaries of the applicability of humanitarian law.

Yet, issues unique to autonomy are bound to arise as well. For example, a cross-cutting issue in IHL, as well as in related fields of international law such as international criminal law, concerns accountability. If, for instance, autonomous cyber capabilities unexpectedly cause harm to civilians or damage to civilian objects, questions of responsibility attach. Under IHL, states are responsible for ensuring their weapon systems are used in a manner consistent with the conduct of hostilities rules. This obligation begs the question of weapon
systems that operate autonomously, perhaps even using AI to select targets. If the armed forces using a system cannot assess the harm likely to be caused to the civilian population or civilian objects by an autonomous system with the requisite degree of reliability, whatever the correct standard of likelihood is, those armed forces are using the weapon indiscriminately in the battlespace. This would constitute a breach of IHL by the state employing the autonomous weapon system.5

Furthermore, international criminal law imposes individual criminal responsibility for war crimes, which include directing attacks against civilian objects with “intent” and “knowledge.”6 Questions about how criminal tribunals would apply these notions to encompass civilian damage caused by autonomous systems in circumstances such as those mentioned above would loom large in any criminal prosecution.

Conclusion
New technologies present normative challenges to both domestic and international law, in particular with regard to the suitability of pre-existing rules. Certain technology-specific issues are inevitably bound to arise that will require regulatory and legislative action. The resulting normative evolution will first occur in the domestic setting, for international law making is a relatively slow process, especially in fields with a national security nexus.

In this process, states will face many challenges. A fundamental difficulty stems from the dual-use nature of autonomous solutions. Accordingly, both domestic regulators and legislatures, as well as states as they engage in the interpretation and adoption of international law, will need to tread carefully, ensuring, on the one hand, that the rules and interpretive positions they adopt do not stifle innovation while guaranteeing, on the other, that they effectively prevent malicious uses of the technology. Sensible normative frameworks must be collaborative; governments should therefore work with industry and civil society in adopting fit-for-purpose governance regimes, while states should work together to fashion rules that advance shared values.

A more practical challenge is that it is difficult to regulate something that one does not fully understand. Autonomy is also being used for national security purposes, both benign and malicious, beyond the battlefield. As malicious uses are exposed, they often raise legal and ethical alarm bells. The highest-profile case of a government resorting to these technologies to surveil and identify individuals is the Chinese government’s continuous monitoring of the Uighur Muslim minority (Taddonio 2019), a case that set a precedent for other authoritarian governments to employ advanced technologies for illicit purposes. Adding to the complexity of the situation is commercial opportunism. The case of Clearview AI — a facial recognition software company that automatically scrapes images from the internet to form a database of several billion files, thereby enabling facial recognition (Hill 2020) — is a telling example of how the private sector, if left to self-regulate, risks societal harm that is not necessarily outweighed by the legitimate use of their services for national security and public order purposes. These and other cases demonstrate the potential negative effects of autonomy and automation, including the erosion of human rights (such as the right to privacy, freedom of the press and freedom of assembly). They also highlight the need to pay even greater attention to preserving and safeguarding the rule of law and basic moral and ethical values in the face of technological developments.
legal acts governing autonomous technologies writ large, nor an international treaty on autonomy as such. Instead, we may expect discrete rules governing relatively specific aspects of autonomous technologies.

NOTES
1 See, for example, European Union Observatory for Nanomaterials, National Reporting Schemes, https://euon.echa.europa.eu/national-reporting-schemes.
2 For more information, see www.stopkillerrbots.org/.
3 The principle of distinction is set forth in, inter alia, Article 48 of Additional Protocol I to the Geneva Conventions (Protocol Additional to the Geneva Conventions of 12 August 1949, and Relating to the Protection of Victims of International Armed Conflicts, 8 June 1977, 1125 UNTS 3). “In order to ensure respect for and protection of the civilian population and civilian objects, the Parties to the conflict shall at all times distinguish between the civilian population and combatants and between civilian objects and military objectives and accordingly shall direct their operations only against military objectives.” The term “military operations” is generally understood as prohibiting the parties’ “attacks” in the sense of Article 49(1) of Additional Protocol I against the civilian population, individual civilians and civilian objects. A degree of uncertainty exists as to whether military operations that do not amount to “attacks” can also be considered in violation of the principle of distinction.
4 For instance, whether IHL’s applicability would extend to the territories of other (non-adjacent) states in an armed conflict between government armed forces and an organized armed group is a matter of controversy. If, for example, a member of the organized armed group travelled to an overseas country and launched a destructive autonomous cyberspace operation against the state that they are fighting, the issue arises as to whether that person and the information technology (IT) equipment that the person is using are subject to IHL. Some experts are of the view that in such a circumstance IHL continues to apply vis-à-vis that person and the equipment, in which case killing that person, and damaging or destroying the equipment (for example, by way of remote cyber operations), would not constitute a breach of IHL. This is because members of organized armed groups, as well as any objects qualifying as military objectives (in this case, the IT equipment), are targetable during an armed conflict. Others posit that IHL does not follow a person and objects in said manner and that the situation would instead be governed by international human rights law. It should also be noted that a scenario of this type involves other complex legal issues, for instance, the legal basis for the state that is engaging lethal or destructive operation in another state’s territory.
5 Protocol Additional to the Geneva Conventions of 12 August 1949, and Relating to the Protection of Victims of International Armed Conflicts, 8 June 1977, 1125 UNTS 3, Art. 51(4)(a).
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AI and the Diffusion of Global Power

Michael C. Horowitz
What role will artificial intelligence (AI) play in shaping the balance of power? AI is a general-purpose technology (GPT) with many applications across civilian and military domains. Accordingly, the impetus for AI innovation and invention also comes from a broad set of actors, with countries and companies investing heavily. The history of economic and military power suggests that while some applications of AI might enhance existing powers, the general-purpose character of AI will limit first-mover advantages in most AI application areas, especially as regards the balance of power. Moreover, effective applications of AI in the military domain could require a degree of organizational change that status quo military powers have found challenging in the past, raising the potential risks for a country like the United States.
What Is AI?

AI is not a single widget, unlike a semiconductor or even a nuclear weapon. While the specific definition is contested, AI is a universe of techniques, such as machine learning and neural networks, that involve the use of computers and computing power for tasks that we used to think required human intelligence and engagement (West 2018; Burnham 2020).

That question raises another: what is necessary to succeed in AI? The oft-used phrase that data is the new oil (Toonders 2018) is, in the context of AI, probably wrong. Building a successful algorithm requires not only having a lot of data, but also having the right data, the programming talent to write an algorithm and the computational power, or "compute," to train the algorithm (Hwang 2018). The number of cases where more data is the determining factor in predicting an algorithmic advance may be more limited than it might seem at first glance. One area where more data could matter is in predicting consumer behaviour, or, more nefariously, surveillance of a domestic population. Even then, at some point there are declining returns to gaining additional data. In a world of AI, any so-called autocratic advantage (Harari 2018) due to greater data access is likely quite limited. Nonetheless, that lack of substantive advantage over other types of regimes won't prevent autocracies from exploiting access to their own populations' data as a new tool to repress their populations more effectively.

The difference between data quantity and quality, and the importance of processing power, is critical to thinking about potential military uses of AI. On the one hand, one could argue that China has an advantage in AI because the size of its population gives it access to huge sets of population data (The Economist 2020a). But that data will not help China train the algorithms that are likely to be most relevant for twenty-first-century military conflicts. Instead, it's the American military's decades of experience fighting wars (whether one agrees or disagrees with the United States' involvement in those conflicts) that should yield training data pertinent to designing algorithms for logistical planning, promotion and assignments, and operations on the front lines. The potential for generative adversarial networks, or GANs, to train algorithms (Gui et al. 2020) also limits the relevance of a raw advantage in data access. GANs use simulated environments, and competition, to substitute for a lack of real-world data.

Despite the way a few companies, such as Google and Alibaba, have led in AI so far, it is unlikely that a small number of companies, or countries, will monopolize AI knowledge, particularly as AI techniques mature and become better known. Being aware that another company, or country, has designed an algorithm that can do a particular task, even without knowing how it was done, could provide vicarious knowledge that aids competitors in rapidly adopting algorithms debuted by others and make first-mover advantages relatively limited. The tight, high-end labour market in AI is likely to loosen in the coming years, particularly as universities around the world are producing a new generation of AI programmers and researchers.

Moreover, a key constraint on training algorithms, and something that could slow diffusion, is the massive computing power necessary to train cutting-edge algorithms. However, the relative cost of computing power (Hernandez and Brown 2020) is finally declining (The Economist 2020b), which reduces a potential barrier to mimicry.

Finally, cybersecurity will be essential for protecting algorithms from hackers and espionage. Even if hardware barriers continue to exist and countries or companies lack data to train algorithms themselves, cyberespionage could still provide a means to steal knowledge about algorithms. Through data poisoning, countries or industrial competitors could try to prevent potential adversaries from developing effective algorithms in the first place (Khurana et al. 2019). Algorithms that have been developed successfully are also vulnerable; through data hacking or spoofing (Heaven 2019), adversaries could prevent these effectively trained algorithms from actually being implemented (Yang et al. 2020).

AI and GPTs

GPTs are technologies with a wide number of extensive uses across many sectors (Bresnahan and Trajtenberg 1995). Historical examples include the combustion engine and electricity, while a more modern example is information technology (Jovanovic and Rousseau 2005). Coordinating innovation on GPTs is difficult,
because of the large number of actors simultaneously pursuing inventions in related, or even the same, sectors.

AI is not a new field. Symbolic approaches to algorithm development, characterized by rule-based systems known as “Good Old-Fashioned Artificial Intelligence” (Haugeland 1985), have existed for decades. But the pace of advances in AI has grown in recent years due to new approaches. AI functions as a GPT because of the number of potential sectors for its use, and the large set of actors working on algorithms (Pethokoukis 2019). Researchers around the world, both at universities and at companies, are moving forward the state of the art in the basic understanding of AI and in specific application areas. Key areas of AI include vision algorithms and text algorithms, while methods include machine learning, deep learning and neural networks (Sejnowski 2020).

AI is an especially broad technology, with potential applications encompassing everything from the algorithms that determine Netflix and Amazon recommendations to the computer vision algorithms that attempt to detect missile launches. This makes AI much more like GPTs of the past — such as the steam engine — than like a regular dual-use technology. Dual-use technologies — the Global Positioning System, for instance — can be used for either military or civilian purposes. Algorithms can also be used for either military or civilian purposes, but their breadth and diversity of potential application means the dual-use frame may be less appropriate.

If AI is a GPT, that means, on balance, its applications are likely to become diffused, rather than remain concentrated. Given the general-purpose character of AI, and the trends described above — interest from companies around the world in AI, and declining costs in computing power — it should be relatively difficult to control the spread of capabilities built from algorithms.

**AI and Organizational Change**

Yet the way AI will impact the balance of power is not simply a question of how technology spreads. After all, as described above, power generally comes not from invention in and of itself, but through its uses, which require concepts of operation and organizational change to implement those visions. This is true not only when thinking about how technology can impact economic power but also when thinking about its consequences for military power. When adopting new capabilities requires doing what militaries or companies have done before, only better — like a more efficient computer — status quo actors tend to centralize and consolidate power.

However, when adoption requires disruptive organizational change, it opens the potential for both significant shifts in economic power and underlying changes to the military balance of power. A classic example in military history is the aircraft carrier. When the United Kingdom’s Royal Navy invented the aircraft carrier with the HMS *Furious* in 1918, it viewed the utility of the aircraft carrier primarily as
an aerial spotter for the battleship. Because the Royal Navy was the best in the world at battleship warfare, it thought about aircraft carriers as a way to improve an already well-established competency. Alternatively, the United States Navy and the Japanese Navy, in part due to their need to project power across the vast Pacific Ocean, thought about the aircraft carrier more as a mobile airfield. The United States, in particular, reorganized its navy in World War II to take advantage of the striking power of naval aircraft launched from aircraft carriers, transforming naval warfare as a result. The Royal Navy, in contrast, bound to battleships due to organizational politics and the weight of history, fell behind.

Given that AI is a GPT with many areas of use, different applications of AI may require different types of organizational change to take advantage of them. For example, a shift by air forces from focusing on low numbers of capital-intensive aircraft, such as the F-35 fighters, with highly trained pilots on board, to low-cost drone swarms — operating as a pack and uninhabited, with one pilot overseeing many aircraft — would be extremely disruptive, organizationally, for a military such as the United States’. In contrast, using computer vision algorithms to better identify patterns and detect missile launches or assist humans in identifying targets would not be as disruptive. But it is also important to keep in mind that most uses of AI by militaries will not be on the battlefield. Instead, they will be in logistics, personnel and other arenas far from the fight, but still potentially very consequential to overall military effectiveness.

**AI and the Balance of Power**

The large degree of uncertainty surrounding applications of AI by militaries makes determining the impact of AI on the balance of power difficult. However, some possibilities can be forecast, given the diverse potential military uses of algorithms and some of the general tendencies of the AI field.

Imagine two different types of military uses of AI. The first, and most common, use of AI by militaries will be general-purpose applications based on related algorithms in the commercial world. Project Maven in the United States (Seligman 2018), which draws on computer vision algorithms developed by companies for non-military purposes, exemplifies one general-purpose-derived application of AI by militaries. Military applications will require more cybersecurity, and some specialization, but the underlying basis of the algorithms will be similar. Thus, in these application areas, first-mover advantages should be relatively limited. Countries with substantial militaries and information economies should be able to mimic advances relatively quickly, since the underlying technology will be relatively accessible. Thus, these uses of AI should not, on their own, have a large relative impact on the balance of power. However, even if the technology is mimicked relatively quickly, the impact on the balance of power could still be asymmetric, as bureaucratic politics mean some militaries are better poised than others to take advantage.

More specialized applications of AI for militaries, although less frequent, could create much larger first-mover advantages and have important consequences for the balance of power. Algorithms designed to help human commanders manage a complex and multi-dimensional battlespace, for example, do not have as many obvious commercial corollaries. Thus, militaries are more likely to invest in the science required for breakthroughs, and that research will likely be secret and harder to copy by potential adversaries (although there would still be the potential for mimicry after seeing algorithms that others debut).

The United States, as the leading military in the world, is both a role model and a target. There is a great deal of rhetoric in the United States surrounding investments in AI, but despite the creation of the Joint Artificial Intelligence Center, there is concern that the rhetoric is not matched by the budgetary reality of limited investments. Moreover, as the leading military power in the world, the United States, like the Royal Navy with aircraft carriers, arguably faces the biggest risk. Meanwhile, even though China’s aspirations
to leverage AI to leapfrog the United States’ economy, and the American military, are clear, it is much less clear whether Chinese investments will translate into surpassing the United States in AI, let alone with applications relevant for the balance of power. Moreover, around the world, from Canada to Israel to Singapore, governments are ramping up their AI investments and considering potential military uses. As the pandemic of coronavirus disease 2019 continues, one potential consequence of workplaces being unsafe for humans may be to accelerate investments in robotics and autonomous systems. This possibility could apply to the military and the private sector, although the consequences to the civilian economy will likely be clearer first.

Finally, this evaluation of the way AI could shape the balance of power, and the extent to which it might concentrate or diffuse power, focuses on so-called narrow applications of AI. Narrow algorithms are built to do one thing, such as play a game; an example is AlphaGo Zero, software developed in 2017 by DeepMind to play Go and trained with reinforcement learning, meaning that it learned to play the game without being fed training data from human game play. The impact of AI on the balance of power could be different if one company or country achieves a massive breakthrough that enables the creation of artificial general intelligence. A general algorithm that could write other algorithms, operate in many domains and avoid the problem of catastrophic forgetting (forgetting previous learning after acquiring new information in a different area) would give a first mover a substantial advantage. Some, such as Nick Bostrom (2014), director of the Future of Humanity Institute at Oxford University, worry that the first-mover advantages might be so large that they would be calamitous. Thus, the consequences on the balance of power would be very different.

**Conclusion**

The tremendous uncertainty among experts surrounding the potential for advances in AI (Grace et al. 2018) makes forecasting the consequences on the balance of power difficult. Nevertheless, investments by militaries around the world, and concern on the part of many researchers and organizations interested in understanding potential changes in the conduct of warfare, mean it is important to understand the likely impact of AI now. If AI is like other GPTs, it will certainly create winners and losers based on the ability and capacity of countries and companies to effectively use AI, in particular on their ability to secure algorithms from data poisoning, hacking and spoofing, which will reduce the risk of accidents.

But GPTs, as technology categories that are broader than specific dual-use widgets, tend to diffuse relatively quickly, especially in comparison to purely military technologies. In an absolute sense, algorithms, and knowledge of how to design them, are also likely to diffuse relatively quickly (compared to, say, knowledge about how to build an F-35). A big question, though, is the extent to which taking advantage of AI, whether more general or more specialized applications, will require significant, disruptive, organizational change. The higher the degree of change required, history suggests, the greater the potential for a shift in the balance of power (Horowitz 2010), and the greater the risk for a leading military such as the United States.

A final question is what the international community should do, given these trends. There is growing interest in AI governance, whether regarding specific military applications of AI, such as lethal autonomous weapon systems, or more general governance of, for example, potential facial surveillance. A paradox is that the greater the potential impact of AI, for a larger number of actors, the more difficult creating effective and binding regulation becomes. The significance of AI will make efforts in developing measures that build trust and confidence, as well as norms surrounding behaviour, critically important in the coming years.
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Influence Operations and Disinformation on Social Media

Samantha Bradshaw

Amid the coronavirus disease 2019 (COVID-19) pandemic, foreign state actors have been spreading disinformation on social media about the disease and the virus that causes it (Bright et al. 2020; Molter 2020). Covering a variety of topics — from its origin to potential cures, or its impact on Western societies — the creation and dissemination of COVID-19 disinformation online has become widespread.

States — such as Russia and China — have taken to Facebook, Twitter and YouTube to create and amplify conspiratorial content designed to undermine trust in health officials and government administrators, which could ultimately worsen the impact of the virus in Western societies (Barnes and Sanger 2020).
Although COVID-19 has highlighted new and incredible challenges for our globalized society, foreign influence operations that capitalize on moments of global uncertainty are far from new. Over the past few years, public and policy attention has focused largely on foreign influence operations targeting elections and referendums, but health-related conspiracy theories created and amplified as part of state propaganda campaigns also have a long history.

One example is the conspiracy theory that AIDS (acquired immune deficiency syndrome) was the result of a biological weapons experiment conducted by the US government. Historians have documented how Soviet operatives leaked “evidence” into foreign institutions and media outlets questioning the origin of the virus (Boghardt 2009). Because the US government was slow to respond to the AIDS epidemic, which disproportionately affected gay men and people of colour, conspiracy theories about its origin heightened suspicions within these communities that the US government was responsible (Qiu 2017). Decades later, public health research has shown that many people still hold conspiratorial beliefs about the human immunodeficiency virus (HIV) that causes AIDS, which has negatively affected treatment for the disease (Bogart et al. 2010).

Part of the reason why the HIV/AIDS conspiracy was effectively inculcated into the belief systems of everyday people was because it involved identifying and exploiting pre-existing divisions among society and then using disinformation to sow further discord and distrust. Today, state actors have applied the same playbook used during the Cold War as part of contemporary foreign influence operations: in the lead-up to the 2016 US presidential election, for example, disinformation and conspiracy theories injected into social and mainstream media were used to exacerbate racial tensions in the United States, particularly around the Black Lives Matter movement (DiResta et al. 2018; Howard et al. 2018), but also around religious (Hindman and Barash 2018) and gender divides (Bradshaw 2019).

What has changed from the Cold War-era information warfare to contemporary influence operations is the information and media landscape through which disinformation can be circulated. Innovations in technology have transformed modern-day conflict and the ways in which foreign influence operations take place. Over the past two decades, state and non-state actors have increasingly used the internet to pursue political and military agendas, by combining traditional military operations with cyberattacks and online propaganda campaigns (North Atlantic Treaty Organization 2016). These “hybrid methods” often make use of the spread of disinformation to erode the truth and undermine the credibility of international institutions and the liberal world order (National Defence Canada 2017).

Today, unlike in the past, when disinformation campaigns were slow, expensive and data-poor, social media provides a plethora of actors with a quick, cheap and data-rich medium to use to inject disinformation into civic conversations. Algorithms that select, curate and control our information environment might prioritize information based on its potential for virality, rather than its grounding in veracity. Behind the veil of anonymity, state-sponsored trolls can bully, harass and prey on individuals or communities online, discouraging the expression of some of the most important voices in activism and journalism. Sometimes the people behind these accounts are not even real, but automated scripts of code designed to amplify propaganda, conspiracy and disinformation online. The very design of social media technologies can enhance the speed, scale and reach of propaganda and disinformation, engendering new international security concerns around foreign influence operations online.

Social media platforms have come to dominate almost every aspect of human interaction, from interpersonal relations to the global economy.

Part of the reason why the HIV/AIDS conspiracy was effectively inculcated into the belief systems of everyday people was because it involved identifying and exploiting pre-existing divisions among society and then using disinformation to sow further discord and distrust. Today, state actors have applied the same playbook used during the Cold War as part of contemporary foreign influence operations: in the lead-up to the 2016 US presidential election, for example, disinformation and conspiracy theories injected into social and mainstream media were used to exacerbate racial tensions in the United States, particularly around the Black Lives Matter movement (DiResta et al. 2018; Howard et al. 2018), but also around religious (Hindman and Barash 2018) and gender divides (Bradshaw 2019).

What has changed from the Cold War-era information warfare to contemporary influence operations is the information and media landscape through which disinformation can be circulated. Innovations in technology have transformed modern-day conflict and the ways in which foreign influence operations take place. Over the past two decades, state and non-state actors have increasingly used the internet to pursue political and military agendas, by combining traditional military operations with cyberattacks and online propaganda campaigns (North Atlantic Treaty Organization 2016). These “hybrid methods” often make use of the spread of disinformation to erode the truth and undermine the credibility of international institutions and the liberal world order (National Defence Canada 2017).

Today, unlike in the past, when disinformation campaigns were slow, expensive and data-poor, social media provides a plethora of actors with a quick, cheap and data-rich medium to use to inject disinformation into civic conversations. Algorithms that select, curate and control our information environment might prioritize information based on its potential for virality, rather than its grounding in veracity. Behind the veil of anonymity, state-sponsored trolls can bully, harass and prey on individuals or communities online, discouraging the expression of some of the most important voices in activism and journalism. Sometimes the people behind these accounts are not even real, but automated scripts of code designed to amplify propaganda, conspiracy and disinformation online. The very design of social media technologies can enhance the speed, scale and reach of propaganda and disinformation, engendering new international security concerns around foreign influence operations online.
Foreign Influence Operations in a Platform Society

From public health conspiracies to disinformation about politics, social media has increasingly become a medium used by states to meddle in the affairs of others (Bradshaw and Howard 2018; 2019). From China’s disinformation campaigns that painted Hong Kong democracy protestors as violent and unpopular dissidents (Wong, Shepherd and Liu 2019), to Iranian-backed disinformation campaigns targeting political rivals in the Gulf (Elswah, Howard and Narayanan 2019), state actors are turning to social media as a tool of geopolitical influence. And it is not just state actors who turn to social media platforms to spread disinformation and propaganda. Populist political parties, far-right media influencers, dubious strategic communications firms and the charlatans of scientific disinformation have all found a home for conspiracy, hate and fear on social media (Campbell-Smith and Bradshaw 2019; Evangelista and Bruno 2019; Numerato et al. 2019). What is it about the contemporary communication landscape that makes social media such a popular — and arguably powerful — platform for disinformation?

Social media platforms have come to dominate almost every aspect of human interaction, from interpersonal relations to the global economy. But they also perform important civic functions. Increasingly, these platforms are an important source of news and information for citizens around the world (Newman et al. 2020). They are a place for political discussion and debate, and for mobilizing political action (Benkler 2007; Castells 2007; Conover et al. 2013). Politicians also rely on social media for political campaigning, galvanizing support and connecting with their constituents (Hemsley 2019; Howard 2006; Kreiss 2016). But social media platforms are not neutral platforms (Gillespie 2010). Scholars have described how their technical designs and governance policies (such as terms of service, community standards or advertising policies) embed a wide range of public policy concerns, from freedom of speech and censorship to intellectual property rights and fair use or tensions between privacy and surveillance online (DeNardis and Hackl 2015; Gillespie 2019; Hussain and Howard 2013; MacKinnon 2012). Platform design and governance also impact the democratic functions of platforms, including how disinformation and propaganda are spread. While it is important to recognize that all technologies have socio-political implications to various degrees, several characteristics of social media platforms create a particular set of concerns for the spread of disinformation and propaganda.

AGGREGATION

One of the most salient features of today’s information and communication environment is the massive amount of data aggregated about individuals and their social behaviour. The immense amount of data we leave behind as we interact with technology and content has been called “data exhaust” by some scholars (Deibert 2015). Our exhaust — or the by-product of our interactions with online content — is used by platforms to create detailed pictures of who we are not only as people and consumers, but also as citizens or potential voters in a democracy (Tufekci 2014). The collection, aggregation and use of data allows foreign adversaries to micro-target users with political advertisements during elections. Like all political advertising, these messages could drive support and mobilization for a certain candidate or suppress the political participation of certain segments of the population (Baldwin-Philippi 2017; Chester and Montgomery 2019; Kreiss 2017). We have already seen foreign agents purchase political advertisements to target individuals or communities with messages of mobilization and suppression (Mueller 2019). Although platforms have taken several steps to limit foreign advertising on their platforms, such as currency restrictions or account verification measures, foreign actors have found ways to subvert these measures (Satariano 2018).

ALGORITHMS

Platforms apply algorithms — or automated sets of rules or instructions — to transform data into a desired output. Using mathematical formulas, algorithms rate, rank, order and deliver content based on factors such as an individual user’s data and personal preferences (Bennett 2012), aggregate trends in the interests and behaviour of similar users (Nahon and Hemsley 2013), and reputation systems that evaluate the quality of information (van Dijck, Poell and de Waal 2018). The algorithmic curation of content — whether it be a result of personalization, virality
With anonymity, there is a lack of transparency about the source of information and whether news, comments or debate come from authentic voices or ones trying to distort the public sphere.

and trends, or reputation scores — affects how news and information is prioritized and delivered to users, including whether algorithms present diverse views or reinforce singular ones (Borgesius et al. 2016; Dubois and Blank 2018; Flaxman, Goel and Rao 2016; Fletcher and Nielsen 2017), nudge users toward extreme or polarizing information (Horta Ribeiro et al. 2019; Tufekci 2018) or emphasize sensational, tabloid or junk content over news and other authoritative sources of information (Bradshaw et al. 2020; Neudert, Howard and Kollanyi 2019).

ANONYMITY
Platforms afford different levels of anonymity to users. Whether users must use their real name has implications for whether bots, trolls or even foreign state actors use anonymity to mask their identity in order to harass or threaten political activists and journalists, or to distort authentic conversations about politics (Nyst and Monaco 2018). With anonymity, there is a lack of transparency about the source of information and whether news, comments or debate come from authentic voices or ones trying to distort the public sphere. Related to the question of anonymity is the question of data disclosure and how personal data disclosed to third parties can be used if unscrupulous firms or foreign state actors are able to use psychographic profiles to suppress voter turnout (Wylie 2020).

AUTOMATION
Platforms afford automation — where accounts can automatically post, share or engage with content or users online. Unlike a human user, automated accounts — which are sometimes referred to as “political bots” or “amplifier accounts” — can post much more frequently and consistently than any human user (McKelvey and Dubois 2017). Although there are many ways to classify automated accounts and the activities they perform (Gorwa and Guilbeault 2020), they generally perform two functions when it comes to foreign influence operations. First, by liking, sharing, retweeting or posting content, automated accounts can generate a false sense of popularity, momentum or relevance around a particular person or idea. Networks of bots can be used to distort conversations online by getting disinformation or propaganda to trend (Woolley 2016). Second, automation has been an incredibly powerful tool in the targeting and harassment of journalists and activists, whereby individuals are flooded with threats and hate by accounts that are not even real (Nyst and Monaco 2018).

The Future of Disinformation and Foreign Influence Operations
In conclusion, the spread of disinformation and propaganda online are growing concerns for the future of international security. The salient features of platforms — aggregation, algorithms, anonymity and automation — are some of the ways contemporary technologies can contribute to the spread of harmful content online, and foreign state actors are increasingly leveraging these tools to distort the online public sphere. The use of social media for “hybrid” methods of warfare is a broader reflection on how technological innovation changes the nature of conflict. Indeed, technology has always been recognized as a force that enables social and political transformation (Nye 2010). Similarly, the unique features of our contemporary information and communication environment provide new opportunities for state actors to use non-traditional methods of warfare to pursue their goals.

As we see innovations in technology, we will also see innovations in the way in which propaganda and disinformation spread online. The Internet of Things, which is already
revolutionizing the way we live, creates even more data about us as individuals and as citizens. What happens in a world where we can measure someone’s physiological response to propaganda through wearable technology? We interact with “chatbots” like Alexa and Siri every day. What happens when the growing sophistication of chatbot technology is applied to political bots on Facebook or Twitter?

Thus far, combatting disinformation and propaganda has been a constant game of whack-a-mole. Private responses focus on third-party fact-checking or labelling information that might be untrustworthy, misleading or outright false. In the form of laws and regulations, governments place a greater burden on platforms to remove certain kinds of harmful content, often without defining what constitutes harm. But propaganda and disinformation are also systems problems. Too often, public and private responses focus on the content. However, these responses ignore the technical agency of platforms to shape, curate and moderate our information ecosystem. Rather than focusing solely on the content, we need to look at the deeper systemic issues that make disinformation and propaganda go viral in the first place. This means thinking about the features of platforms that enhance or exacerbate the spread of harmful content online.
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Artificial Intelligence and Keeping Humans “in the Loop”

Robert Mazzolin
Artificial intelligence (AI) technology has evolved through a number of developmental phases, from its beginnings in the 1950s to modern machine learning, expert systems and “neural networks” that mimic the structure of biological brains. AI now exceeds our performance in many activities once held to be too complex for any machine to master, such as the game Go and game shows. Nonetheless, human intellect still outperforms AI on many simple tasks, given AI’s present inability to recognize more than schematic patterns in images and data. As AI evolves, the pivotal question will be to what degree AI systems should be granted autonomy, to take advantage of this power and precision, or remain subordinate to human scrutiny and supervision, to guard against unexpected failure. That is to say, as we anticipate technological advances in AI, to what degree must humans remain “in the loop”?

Computing is arriving at a critical juncture in its development. The traditional approaches relying on CMOS (complementary metal oxide semiconductor) technology, used in the manufacture of most of today’s computer chips, and the pioneering architecture of John von Neumann are nearing their fundamental limits, and the speed of progress in computing power now seems to be falling short of the exponential improvement Moore’s law would predict (Waldrop 2016). Further developments in the field of neuromorphic computing, in which semiconductors can imitate the structures of biological neurons and synapses, along with the advent of quantum computing, present a vision of human-level machine cognition serving as an intellectual partner to help solve some of the most significant technical, medical and scientific challenges confronting humankind.
Although AI researchers have had a checkered record in predicting the pace of technological progress, extrapolations of current trends suggest that AI with human-level cognition (artificial general intelligence) or above (artificial superintelligence) could be a relatively near-term prospect. Some experts predict an explosion in AI capabilities by 2045 (Baum, Goertzel and Goertzel 2011; Sandberg and Bostrom 2011), providing a massive supplement to the human brain, thereby dramatically increasing the general efficiency of human society. Such technology could grant a decisive strategic advantage in political, economic and military domains, and thus warrants the focused efforts of the world’s leading nations.

As AI is now clearly being used in a comprehensive and world-changing way, a major challenge will be to make the processes and outputs of complex AI systems comprehensible to humans. This entails transparency of input data, algorithms and results that are clearly conveyed and easy to interpret. Enhanced transparency is a precondition for the acceptance of AI systems, particularly in mission-critical applications impacting life and death. Lack of user trust in AI decisions or understanding of how it functions will raise a host of legal, ethical and economic questions. The increasing delegation of human decisions to AI systems has varying consequences. Translation errors caused by automated systems such as Google Translate will likely have no serious impact on human life and survival. However, AI used in autonomous vehicles or weapon systems must make life-and-death decisions in real time. While it may be inconsequential to allow AI concerned with more mundane tasks to run without a human’s finger hovering over the Off button, the use of AI technology to assist human cognition in more impactful decision making will likely require robust policies for retaining effective human control.

Notwithstanding the current developmental challenges, there are technically no limits to the possible applications of AI, which leads to ethical considerations. Emerging efforts focus on the development of AI technologies that can perceive, learn, plan, decide and act immediately in an environment of uncertainty. Some scholars predict an “intelligence explosion” beginning at the point in time when AI becomes more competent than humans at the very act of designing AI systems, setting AI development on an exponentially accelerating trajectory. This may lead to a “superintelligence,” transcending the bounds of human thought, feeling and action. Such superintelligence could emancipate itself from human intelligence and arrive at different solutions than humans, given greater data, faster processing and, theoretically, more objective evaluation. The relative merit of such solutions may only be decided on the basis of values, raising the question of what canonical basis defines what is “right,” and by whom, and whether by machine or not. These questions are particularly relevant in instances such as real-time conflict situations when human and machine values are incongruent and the competition for advantage in speed and accuracy may mean that humans will no longer be in charge, with those who refuse to delegate ultimate authority being outcompeted by those who do.

Merits of Humans “in the Loop” and “out of the Loop”

Given the prediction that future AI technology will be able to match or exceed human cognition across a wide range of tasks, the crucial question concerns the degree of autonomy that is most desirable. While AI often has the edge on humans in speed, efficiency and accuracy, its inability to think contextually and its tendency to fail catastrophically when presented with novel situations make many reticent to allow the technology to operate free of human oversight. As such, a common refrain is that a human must be kept in the loop to supervise AI in important roles. The AI would either have to attain a human supervisor’s approval for its chosen course of action, or a human would...
monitor an AI’s actions, with the power to intervene should something go wrong.

It could be argued that removing human control could allow AI-enabled weaponry to temper the most distasteful elements of warfare and enable conflict to be conducted in an ethically superior manner. The intense stress, fatigue and emotional impulses endured by humans engaged in combat result in suboptimal decision making, frequently resulting in unnecessary collateral damage or unintended initiation of hostilities. The emotional and psychological causes that lie behind the accidental loss of human life during conflict cast doubt on the prospect of reforming human behaviour, but give reason for optimism that AI-enabled weapons could exceed human moral performance in similar circumstances (Arkin 2009). Consequently, one of the more attractive prospects of AI-enabled autonomous weapons is their imperviousness to such deficiencies, thereby enabling them to make more effective strategic decisions amid the “fog of war,” or to kill in a more humane way (Lin, Bekey and Abney 2008). This argument potentially provides a strong case for the development and utilization of emotionally uncompromisable artificial combatants.

Conversely, the delegation of strategic decisions to AI could reduce the threshold for the onset of war, as machines would not be affected by the human mind’s natural risk aversion. It could also cause armed conflicts to be prolonged endlessly, as machines do not tire or experience duress during extended periods of chaos and strife. Taking humans out of the loop and allowing autonomous weapon systems to operate fully independently complicates ethical and legal questions of liability and moral responsibility, such as the prosecuting of war crimes. Further, it is plausible that terrorist organizations could also adopt these technologies, possibly necessitating that lethal AI systems be deployed for peacetime policing activities as well.

Finally, whether humans should be kept in the loop or not will depend upon how adept AI becomes at the crucial tasks of discriminating between different data sets to properly “self-learn,” and noticing attempts at manipulation. At present, “data poisoning” and adversarial examples represent ways for malicious actors to exploit AI’s inability to think contextually (Goodfellow et al. 2017). So long as this proves challenging for AI to overcome on its own, keeping a human overseer in the loop may be a necessary safeguard against such hostile actions.

**The Strategic Advantage of AI and Its Implications for Humans in the Loop**

While different nations have a common interest in striking the right balance between autonomy and human supervision of AI, the fact that the multilateral global environment is being challenged by the re-emergence of great power competition will likely hinder international cooperation on this front.

The international race to develop advanced AI capabilities demonstrates the recognition by world leaders of the transformative potential of AI as a critical component of national security. The technology has the potential to change the international balance of power and to shape the course of unfolding geopolitical competition between the United States and China (and, to a lesser extent, Russia). To that end, each of these countries has implemented national initiatives that recognize the transformative effect that AI technology will have upon its security and strategic calculus. These states will be focused on maintaining information superiority, acquiring vast volumes of data to feed machine-learning algorithms. China’s centralized planning, socialist market economy and the vast reservoir of data produced by its large population could give the country an advantage over competitors. Chinese policy has recently pushed for greater “civil–military fusion,” seeking ways of adapting commercially developed technologies to the military sphere. President Xi Jinping has stated that AI, big data, cloud storage, cyberspace and quantum communications were among the “liveliest and most promising areas for civil–military fusion” (Chin 2018). The United States released its *National Artificial Intelligence Research and Development Strategic Plan* in 2016, and Russia reportedly harbours ambitions to make 30 percent of its force structure robotic by 2025 (National Science and Technology Council 2016; Eshel 2015).

The competing pursuit of AI technology by great and rising powers, as well as by non-state entities, promotes strategic competition, distrust and global instability. Societal dependence on the Internet of Things and
threats posed by AI-enabled cyberattacks will increase commensurately in both digital and physical domains, expanding the scope and scale of future cyberattacks. The many unexplainable elements of AI will compound these risks, further complicating security considerations in an uncertain and complex strategic landscape.

The growing intensity of this strategic competition may incentivize incautious policies toward human control of AI systems in military contexts. Speed is a crucial element of military effectiveness, and the ability of one actor to gather information, decide upon a course of action and execute these plans faster than its adversary has often proven key to victory. One of the most powerful advantages of AI systems is their ability to perform a given task much faster than a human. However, this advantage in speed may be undermined by efforts to keep humans in the loop. An autonomous weapon system that must prompt a human supervisor for approval before opening fire will be at a disadvantage against one that operates fully autonomously. At the pace at which AI systems are able to operate, the time lost on human decision making may prove the difference between victory and defeat. The aggressive Chinese and Russian pursuit of military-use AI and a relatively low moral, legal and ethical threshold in the use of lethal autonomous weapons may prompt the United States to shift from its current pledge to keep humans in the loop, which would intensify the emerging arms race in AI and adversely affect international security.

**Ethical Issues and Meaningful Human Control**

As AI systems are charged with making decisions with life-and-death consequences, be it in combat settings, medical facilities or simply on public roads, we are faced with the unpalatable prospect of dividing human lives into more and less valuable groups. Predictably, many are unsettled by the thought of a so-called “death algorithm,” which takes this final decision independently. On what basis should an AI system determine which patient receives care when resources are stretched thin? What level of confidence must an AI weapon system have that a target is a combatant rather than a civilian before engaging?

Questions, including the following, arise:

- How much autonomy do societal consumers and decision makers wish to grant to AI technologies?
- What goals and purposeful manner will guide the establishment of ethical limits for AI’s ability to make decisions that may impinge upon a target’s fundamental rights and, ultimately, eliminate that target’s life?
- More fundamentally, what moral framework does the decision maker utilize to decide?

Currently, there is no universally agreed-upon moral framework — divine command theory, utilitarianism and deontology represent various approaches. There is an element of subjectivity to these judgments, which is difficult, if not impossible, for current AI systems to satisfy. Therefore, international governance bodies should consider this issue seriously in the course of developing regulatory frameworks.

**Governance Policy Development**

Further scholarly work should be devoted to the unique challenges and risks posed by the need to exercise effective human oversight of increasingly complex AI systems. Analysis related to the societal impact of AI technology should include such topics as algorithmic transparency and the effects of AI on democracy. The prioritization and trade-offs between resource demands, accuracy, robustness and defence against attacks are other important considerations. Further, researchers need to consider potential mitigating measures, such as AI system patching to address software deficiencies as they arise in actual operation, and the application of “exit ramps” and “firebreaks,” the programmatic decision points in the development of such systems to stop or amend the direction, scope and scale of activity to align with socially accepted standards.

China’s astoundingly rapid developments in applying AI to an array of military applications demand close attention and scrutiny. As part of this critical examination, future research on AI-enabled weapon systems must account for the implicit values that are always embedded in the design of technologies and seek a governance framework that is both
precautionary and anticipatory. International governance bodies must understand the current limits of technology and become cognizant of how AI-enabled weapon systems are currently being developed regardless of societal concerns related to the nature and degree of human control. Consequently, national governments need to exercise caution when creating laws to govern the development and use of AI technologies, on account of the uncertainties that exist regarding how such laws will affect society. Moreover, governments must acknowledge the competitive pressure to remove human oversight of AI in military and security settings. It would be advisable to consider how prevailing knowledge surrounding effective arms-control agreements can be amended to suit the particular features of AI technology.

The concept of meaningful human control provides a helpful approach to discuss the employment, and ultimate weaponization, of increasingly autonomous AI technologies. This conceptual framework shifts the focus from speculation related to technological development and future capabilities toward the development and use of emerging technologies that conform with established societal norms related to responsibility, accountability, legality and humanitarian principles.

Finally, the AI science and engineering communities, represented via their professional societies, need to be engaged by governments and must articulate a position in the same manner as scientists in the areas of nuclear weapons, chemical agents and the use of disease agents in warfare. Active debate and position papers should be solicited as part of scientific societies' conferences and proceedings.

WORKS CITED


ABOUT THE AUTHOR

BGen (Retired) Robert Mazzolin (Ph.D., P.Eng., OMM, CD, SMIEEE) currently serves as the chief cybersecurity strategist for the RHEA Group, a space system engineering and cybersecurity organization delivering security solutions to large enterprises, governments and institutions in Europe and Canada. He retired from the Canadian Armed Forces (CAF) after serving as the vice director of Strategic Plans and Policy at United States Cyber Command at the National Security Agency in Fort Meade, Maryland. Notable appointments include Director General Information Management Operations, where he was responsible for all CAF and Department of National Defence strategic network, signals intelligence, electronic warfare and cyber operations; commander of the Canadian Forces Information Operations Group; director, Land Command Systems Program Management; commanding officer, Canadian Forces Station Leitrim and Canadian Forces Signals Intelligence Operations Centre. He served in a variety of other command and staff roles and was one of the Canadian Forces’ leading experts in communications and information systems, signals intelligence, network operations and electronic warfare.
About CIGI

The Centre for International Governance Innovation (CIGI) is an independent, non-partisan think tank whose peer-reviewed research and trusted analysis influence policy makers to innovate. Our global network of multidisciplinary researchers and strategic partnerships provide policy solutions for the digital era with one goal: to improve people’s lives everywhere. Headquartered in Waterloo, Canada, CIGI has received support from the Government of Canada, the Government of Ontario and founder Jim Balsillie.

cigionline.org

À propos du CIGI

Le Centre pour l’innovation dans la gouvernance internationale (CIGI) est un groupe de réflexion indépendant et non partisan dont les recherches évaluées par des pairs et les analyses fiables incitent les décideurs à innover. Grâce à son réseau mondial de chercheurs pluridisciplinaires et de partenariats stratégiques, le CIGI offre des solutions politiques adaptées à l’ère numérique dans le seul but d’améliorer la vie des gens du monde entier. Le CIGI, dont le siège se trouve à Waterloo, au Canada, bénéficie du soutien du gouvernement du Canada, du gouvernement de l’Ontario et de son fondateur, Jim Balsillie.
Autonomous systems are revolutionizing our lives, but they present clear international security concerns. Despite the risks, emerging technologies are increasingly applied as tools for cybersecurity and, in some cases, cyberwarfare. In this essay series, experts explore digital threats to democracy and security, and the geopolitical tensions they create.

cigionline.org/conflict-ai