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Executive Summary 
The state exerts immense power through the 
ways it uses technology and data. This includes its 
role as a data steward, overseeing ever-growing 
amounts of information about government 
operations and people. As the narrative about 
data being the core of the future economy ramps 
up, so will the perceived value of government-
held data. The idea of the state sharing some of 
its power and assets by sharing data is central to 
the open government data movement whereby 
governments publish data that anyone can freely 
access, use and share (Open Data Institute 2017). 

In the broad set of interrelated governance and 
regulatory challenges currently brewing in the 
global data ecosystem, open data is but one 
small piece. Others include: power asymmetry 
between commercial actors in the market; a lack 
of informed consent models for data collection 
both online and in public spaces; and legislative 
frameworks that do not provide consideration or 
process for collective data ownership, mass consent 
and privacy as a public good. Given the range of 
unresolved challenges related to modernizing 
data policy and law (Scassa, forthcoming 2018; 
Ciuriak 2018; European Commission 2017; 
Fairfield and Engel 2015), there is a risk that 
current open data policies are creating loopholes, 
which may have unintended consequences. 

We are currently facing large ethical and moral 
questions related to keeping options available 
for an untracked life. There is a heightened need 
to be intentional about maintaining elements of 
human existence that are unknown, unsellable and 
unable to be used commercially or prejudicially 
by anyone. Given this context, government-held 
data related to humans and human behaviour, 
such as health data, data about usage of urban 
spaces and facilities, education data, data about 
usage of social services programs and many more, 
may warrant specific and immediate attention 
from an open data policy perspective. Data about 
people, even when anonymous or aggregate, needs 
a special approach that may be hard to reconcile 
with openness. Without such an approach, 
the packaging, publication and use of human 
behavioural data as open data could potentially 
further commoditize humans and human 
behaviour. Specifically, it could: expand surveillance 
capitalism in public spaces; commercialize, 

financialize and further outsource public 
service planning and delivery; and exacerbate 
tensions in the construct of liberal democracy. 

These three technology trends are well known 
and have been documented for years by scholars, 
journalists and civil society. The issue raised in 
this paper is precisely a question about how these 
issues intersect with the idea of open data. Are 
open government data programs positioned to add 
fuel to these fires by adding human behavioural 
data to the market as open data? The current use 
of commercially collected human behavioural data 
is not under control from a legislative and policy 
perspective. Is it worth adding more complexity 
to the landscape by publishing additional open 
human behavioural data from the government side? 
What are the trade-offs to consider in doing so? 

It appears to be time to pause the open data 
program and assess its impacts and role in a 
much-needed public conversation about data and 
democracy. Ongoing developments in technology 
should not continue to impact society by accident 
or state negligence. We should not be further 
commodifying our existence through a government 
program that has not attained broad social licence. 
While some may think that any demand for 
regulation around data must come from residents, 
history has shown that technology has been 
unhindered in recent decades due to a fundamental 
lack of understanding about how it works and its 
societal impacts (Zuboff 2015). Thus, the state must 
be the proactive actor in asserting its role and 
place in the conversation. The policy consequences 
of data and technology require more thorough 
democratic engagement, including the questioning 
of current social norms that were never informed 
by broad social consent. Part of this conversation 
includes the role of open data in our democracy. 
Simply put: what is the open data endgame?



2 CIGI Papers No. 186 — August 2018 • Bianca Wylie

Introduction
Don’t eat capitalism raw.  

— Shoshana Zuboff (2014) on Thomas 
Piketty’s Capital in the Twenty-First Century 

The way in which the state takes on a moral role 
in society is not fixed; it is heavily influenced by 
history and culture and is persistently reshaped 
through democratic participation. Beyond 
regulation, a suite of government policies, from 
economic development to infrastructure, inform 
and influence the defined or blurred line between 
market and state, including the values that are 
exerted in these policies. Open government data 
is a policy issue that sits in this context and 
straddles the dividing line between market and 
state. Consider open government data as data 
that the government publishes for anyone else 
to use. The core idea explored in this paper is 
whether human behavioural data may warrant 
exemption, for the time being, from publication 
by the government through its open data 
programs due to the potential for this data to be 
used to further commodify human behaviour. 

What Is Human 
Behavioural Data?
For the purpose of this paper, human behavioural 
data is defined as both aggregate and de-identified 
data about people. Aggregate human behavioural 
data is the data of patterns: how and which people 
use a park, where people ride their bikes, education 
results by school and so on. It is not data about one 
person, but data about a group of people. There is 
also de-identified data, where humans are made 
anonymous by changing identifiable elements of 
their data. This means individual-level data can be 
released, but without knowledge of who the data 
is about. These are two distinct cases, but for the 
sake of simplicity they will both be lumped into 
the broader category of human behavioural data. 
While it is not simple, nor in some cases even 
possible, to cleanly separate human behavioural 
data from many other types of data, the idea is to 
create a specific way of thinking about data that 
is generated by, or identifies, humans and their 
general traits and/or behaviours in a data set.

Blurred Line Between 
Market and State
“This amoral character of economic life amounts to 
a public danger,” wrote Émile Durkheim, a founding 
sociologist of the early twentieth century, in his 
work Professional Ethics and Civic Morals (1957). It 
reflects an idea that the state has a vital role to 
play as a moral arbiter in society. A modern day 
exploration of the implications of Durkheim’s 
ideas might involve a discussion of the state’s role 
in consumer protection in a liberal democracy: 
a study of the state’s ethical requirement to 
participate in the organizing of the market, to 
manage its influence and impact on human life. 

Before focusing on the potential risks of publishing 
human behavioural data as open data, some 
high-level context regarding key concepts will 
be provided. This includes a brief history of open 
government data policy, both globally and in 
Canada, privacy norms in Canada and thoughts 
about the categorization of data. Then some trade-
offs to consider in the context of open data policy 
will be explored, given the current and potential 
uses of human behavioural data. The paper will 
close with several suggestions on policy approaches 
to consider in the management of these and other 
related unknowns in the open government data 
policy space. There is a wide breadth of content 
raised here, and this is an early set of thoughts 
shared to help support and continue the discussion 
about open data and its future. With this proviso, 
and explicit self-awareness, readers are requested 
to think of this paper as part of a conversation 
about issues to consider in the evolution of 
open data policy, knowing that additional and 
narrowed analyses and research are required 
and that many elements of this work have been 
touched on many times for many years now in 
research regarding data, privacy and regulation. 

Defining Open Government Data
Open data has three core qualities: that it is free 
(it costs nothing to obtain), that it is made freely 
available for use (there are no restrictions on how it 
can be used) and that it is machine-readable (Open 
Data Institute 2017). Open data can be published 
by anyone with the capacity to generate data and 
host it online. Open data publishers can be private 
or public companies, governments, residents, civil 
society institutions or others. This paper focuses 
on open government data and related policy. A 
few examples of common open government data 
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are transit data, budget data, environmental data, 
research data, geospatial data and many more. 
Geospatial data — data indicating the physical 
location of a range of assets and infrastructure — 
comprises a large amount of open government data. 

One of the defining qualities of open data is an 
option to license it for use without dictating who 
can use it and how it can be used. When licensed 
in this way, as much open government data is, the 
openness means it is made available to anyone that 
has the capacity to find and use it. Herein lies a 
double-edged sword, in that while the publication 
of open data is intended to democratize its use, 
the number of actors that can truly make use of 
it is small, as they require infrastructure to access 
the data, highly technical skills, access to technical 
assets and, sometimes, intellectual property 
and capital. As such, often these are established 
institutional and corporate actors, not residents 
(Argast and Zvyagintseva 2016; Weerakkody et 
al. 2017; Robinson and Ward-Mather 2017). 

A Brief History of Open 
Data, Open Government 
and the Open Movement 
History of Open Data Globally 
Open data does not have one distinct origin. In 
a broad historical sense, its foundational roots 
could be linked back to open science in the late 
sixteenth and early seventeenth centuries (David 
2008). In more recent history, it is tied to the 
notion of transparency as essential to the rule of 
law and good governance as per Louis Brandeis, 
associate justice of the US Supreme Court (1916–
1939) (Berger 2009), the philosophical notion of 
an open society (Popper 1945), as well as to calls 
for open access journal publishing by the US 
Office of Scientific Research and Development in 
1945 (Wolpert 2013). These are a few schools of 
thought that came before the internet era of the 
1990s, which is the technological development 
that enabled the open data movement to exist. 

The open government data movement started in the 
United States and the United Kingdom, with the US 
open government data portal, data.gov, launching 
in 2009 and the UK version, data.gov.uk, launching 
in 2010 (Janssen 2012). The open government 
data movement came of age as part of a broader 
openness agenda, called open government. In 
2011, eight founding signatories (Brazil, Indonesia, 
Mexico, Norway, the Philippines, South Africa, the 
United Kingdom and the United States) endorsed 
the Open Government Declaration and announced 
their first national open government action plans. 
Since 2011, the Open Government Partnership 
has grown to 75 member governments that write 
biannual plans comprised of state commitments to 
increase openness in their governance approaches. 

Open government data as a policy direction 
has four key drivers: transparency, economic 
development and innovation, participatory 
governance and public sector use (Janssen 
2012; Sieber and Johnson 2015). The open data 
movement has been slow in practical uptake 
within government, but even with slow uptake, 
government has considerably outpaced the private 
sector, the non-profit sector, the academe and 
others, in its commitment to the publication of 
open data. Although innovation is said to be a 
driving rationale for sharing data, this narrative 
comes predominantly from government in 
terms of how it can support innovation and 
economic development, by sharing data as an 
input for business development. The private 
sector is a less frequent contributor to the 
open data movement. Companies generally 
hoard their data, which in turn gives them 
power over their stakeholders (Ciuriak 2018). 

In many countries, open data was heralded by civil 
society as an opportunity to push back against 
corruption through demanding transparency in 
data publishing. In others, open mapping data 
made humanitarian interventions possible in the 
wake of natural disasters, helping aid workers 
navigate damaged infrastructure with real-
time mapping updates provided by residents 
and international crisis mappers (Brandusescu, 
Sieber and Jochems 2015; Landry et al. 2017). 

A range of present-day work on global open data 
can be explored through two initiatives: the Open 
Government Partnership and the International 
Open Data Charter. Beyond these two formal 
organizations, some governments have adopted 
an “open-by-default” model. In Ontario, for 



4 CIGI Papers No. 186 — August 2018 • Bianca Wylie

example, all government data should be made 
open unless it is exempt for legal, privacy, security, 
confidentiality or commercially sensitive reasons.1

The impacts of open government data programs 
have been the subject of much study, none of it 
very conclusive. There are a variety of questions 
regarding whether the right metrics are even being 
considered in assessing the programs (Zuiderwijk, 
Shinde and Janssen 2018). Common metrics for 
open data relate to what has been published and 
how, rather than studies of the way data has 
been used, which are challenging to conduct. 
Suffice it to say that open data cannot be termed a 
success nor a failure to date, due to the immense 
array of activities it is intended to support, 
differing levels of government commitment to 
the programs and challenges in measuring the 
breadth of programs it involves (Longo 2011; Sieber 
and Johnson 2015; Robinson and Graser 2016).

History of Open Data in Canada
Open government and open data were adopted 
as policy under former Prime Minister Stephen 
Harper’s Conservative government in 2012. The 
Canadian approach put economic development 
and innovation on centre stage as the rationale for 
open government data programs, with open data 
heralded as a new resource to be exploited. This 
enthusiasm for business development through open 
data was bolstered by McKinsey’s infamous 2013 
report that put the value generation of activities 
related to global open data at US$3 trillion (Manyika 
et al. 2013). Beyond the economic development 
mandate, the Canadian state eagerly tapped into 
the language of improved democracy and scientific 
progress through open data, just two years after 
repealing the mandatory long-form census — an 
early flag of how easily the initiative can be used as 
a political communications device. The Canadian 
open data narrative has continued to evolve with 
a change of government and is now organized 
around policy co-design and civic engagement as 
well as economic development. The co-mingling 
of civic and business rationale for openness has 
created a wide range of stakeholders involved in 
the open data community, from entrepreneurs 
to activists to journalists, similar to research 
findings describing the open data stakeholder 
community in the United Kingdom (Bates 2012). 

1 See www.ontario.ca/page/ontarios-open-data-directive.

The Canadian open government and open data 
program is progressing, although slowly. There 
are a range of implementation issues, from 
challenges in extracting data due to legacy 
information technology (IT) systems to cultural 
resistance toward openness in communication 
about government operations for fear of reprisal 
and negative press. These issues are widespread 
globally and have led to the creation of the term 
“open-washing.” Open-washing describes the 
goodwill that politicians accrue by declaring that 
their government is open, while in reality having 
a degrading performance on access to information 
programs and data requests from civil society 
actors. “Open-wishing” is another term frequently 
used to describe open government programs. 
This phrase describes an open data approach 
whereby data is released through a government 
website, often called a data portal, without much 
additional program support, followed by political 
announcements about how societal change will 
follow naturally from this action (Howard 2016; 
Ruijer, Grimmelikhuijsen and Meijer 2017). These 
two issues are visible within Canada’s open data 
program. All levels of Canadian government should 
work to address these issues. Many of the stated 
aims of the open data program have merit, but 
they require intentional support, funding and 
cultural evolution, including changes to roles 
and responsibilities within the public service. 

While the open data movement has mixed 
results on achieving its stated aims, it has also 
opened the door to a set of unintended (or at 
least underdiscussed) policy consequences. These 
consequences relate to the potential release of 
human behavioural data into the market — data 
that was originally provided to the state by its 
residents with an understanding that the data 
would be managed by the state in return for 
program and service delivery, a clearly understood 
element of the social contract (Wylie 2018b).
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The Digital Policy 
Landscape
Western governments, North America in particular, 
have enabled a legislative and policy vacuum 
regarding consumer protection and technology 
products, in particular in the context of data 
products (Wylie 2018a). Lacking clear guidelines 
as to what sort of products and services are 
permissible, technology companies have pushed 
boundaries and created norms in domains that 
few people understand, in particular around the 
use of their data. People often share their data 
without a full picture of how it is being used (Lessig 
2000; Zuboff 2015). Moral and ethical decisions 
have been made about the shape of our current 
society through the use of these products without 
adequate public discourse about their impact or 
any broad and informed social consent. When 
Google began to drive cars around to take photos 
of streets, houses and infrastructure, there was 
no public conversation about the implications 
of this activity. It was allowed, in part, as there 
was no forum for the discussion (Zuboff 2015).  

Technology companies have also been enabled 
by a light-touch regulatory environment that 
supports the idea of “permissionless innovation” as 
a guiding rationale to maximize economic growth. 
Permissionless innovation is an idea that supports 
innovation as a default for business, in contrast 
to the usual government use of a precautionary 
principle that emphasizes a need for business 
to prove that their actions will do no harm to 
people, as consumers (Thierer 2014). While some 
might argue that the precautionary principle 
may be too constraining, or lead to a totalitarian 
construct, there are already industries, such as 
the pharmaceutical industry, that are subject to 
immense amounts of regulatory process leading up 
to any product release. It is not without precedent 
that government has imposed regulations without 
dampening market interest in participating in the 
economy. One of the more difficult things to assess 
with data and technology, however, is how to define 
harm, both at the individual and societal level. 

These two trends, a lack of up-to-date consumer 
protection policy for data use and the 
permissionless innovation economic development 
narrative, have resulted in an increase in, and the 
normalization of, the commodification of human 

behaviour — a phenomenon sometimes referred 
to as surveillance capitalism (Zuboff 2015). The lack 
of public knowledge about how people’s data is 
being gathered, used and sold has been made clear 
by exposés regarding the operations of firms such 
as Facebook, Uber and Palantir (Solon 2018; Frizell 
2014; Waldman, Chapman and Robertson 2018). 
Updating existing privacy laws to keep pace with 
the evolving technology industry is an ongoing 
challenge that exacerbates the negative impacts of 
these issues. The model of treating data as a private 
good is also problematic. Taken as a whole, the 
impacts of technology, in terms of how data and 
data products have been and could be impacting 
people’s quality of life, present many unknowns for 
residents, policy makers and the legal community. 

In the meantime, over the course of the past 
decade, open data programs have become 
entrenched in global government operations 
with varying degrees of support and authority. 
Regardless of how well these programs have 
performed, they have attained a mostly normative 
status of being inherently good and pro-democratic 
(Sieber and Johnson 2015), although several issues 
have been raised to challenge this assertion (Longo 
2011; Bates 2012; Johnson 2014; Johnson et al. 2017).  

While open data has attained a relatively innocuous 
status as a government program, there may be 
new pressure to increase the amount of open data 
published by government due to state interest 
in developing technology talent and competitive 
advantage in machine learning and artificial 
intelligence (AI) (Villani 2018). France and the 
United Kingdom have recently made significant 
commitments of political and financial capital 
to state AI programs (Thompson 2018; Kahn and 
Morales 2018). Adding to the potential increase 
in open government data publication, there will 
be new unknowns related to the use of public 
and private data for machine learning and AI 
(Thereaux 2017). While the utility of aggregate 
and de-identified open data for machine learning 
needs additional analysis, as it is not the ideal 
granular data for the activity, the range of ways 
it could be used sits in a space full of unknowns 
that are constantly evolving as computational 
gains are made. In response to the unknowns 
posed by machine learning and AI applications, 
several countries, including the United Kingdom, 
Canada, France and the United States, are investing 
in research institutions to explore the ethical 
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application of AI (Thereaux 2017),2 with Henry 
Kissinger recently calling on the United States to 
urgently invest in this effort (Kissinger 2018). 

The assumption implicit in these programs is that 
government is a neutral arbiter, suitable to perform 
an ethical analysis of AI. While they certainly 
should be making the effort, it is also important 
to consider independent analysis that comes 
from a range of communities and civil society 
regarding their data and its use. There is evidence 
that many residents are increasingly marginalized 
by the ways their data is used within the state by 
simple rules-based software systems, whether 
from a privacy perspective, a discrimination 
perspective or both (Citron 2007; Eubanks 2017). 
Put another way, in a critical assessment of open 
government policy (Bates 2012), data and open 
data, and the software and AI they feed, may 
well serve to further “empower the empowered” 
and marginalize the marginalized (Gurstein 2011; 
Bates 2012; Eubanks 2017; Longo et al. 2017). 

Human Behavioural Data: 
An Open Data Exception 
for Consideration
At the heart of this paper is a suggestion that 
in open government data programs, human 
behavioural data should be considered differently 
from other types of data. There is an urgent need 
to define collective privacy and mass consent 
and to challenge the idea that aggregation or 
anonymization resolve all of the issues with open or 
shared data because they do not. Neither approach 
provides answers to questions about keeping things 
about ourselves as humans and as collectives 
unknown and safe from commodification. Nor 
do these approaches address control and use — 
keeping certain data available only to the state or to 
non-commercial entities for use in the construct of 
a well-understood social contract. These are issues 
to be addressed through new policy and regulation 
around data collection rules, data licensing, data 
minimization and data deletion, as a start. 

The implications of the collection, use and sharing 
of data that comes from, or is tied to, humans 
presents different challenges than many other 
types of data (Zuboff 2015). Currently, much of 
the behavioural data that is discussed in the 

2 See www.cifar.ca/assets/pan-canadian-artificial-intelligence-strategy-
overview/.

mainstream media is collected in a commercial 
capacity, at a personal level, through the use 
of products and services such as Facebook and 
Google, or mobile phones or fitness trackers. Less 
discussed, but possibly more important, in terms of 
the evolution of the roles of market and state, is the 
data collected and held by governments. The root 
of government’s ethical commitment to manage 
data is to support human well-being. Whether 
they do it or not is a political decision. Regardless, 
this is never the primary role of industry. 

Current government open data policies were 
primarily designed for budget data, program data, 
environmental and geospatial data, and asset-
based data — they were not designed for human 
behavioural data. The policies have safeguards 
to protect the privacy of the individual but not 
the collective. Governments have not received 
broad social consent to open the behavioural data 
they hold. Much of the data held by governments 
was collected before the idea of open data 
policies or being open by default even existed. 

Again, most of the data that is, or could be, released 
under the open government data program is fine 
to continue with and expand on. This paper is not 
suggesting the pace of the open data movement 
should be slowed where it is working. In cases 
where the data is human behavioural data, a new 
approach may be needed. This may mean that, 
out of caution, some open data should not be 
published as such — this does not mean it cannot 
be shared with other stakeholders under certain 
conditions. Open government advocates may 
challenge this approach for three main reasons. 

The first is that open data creates accountability 
within government. This is true, and so long as data 
regarding programs and costs and governmental 
operations are all published, this would continue 
on with little impact. Also, the accountability 
piece related to government data is often more 
within the domain of freedom of information 
regimes than open data. Second, some argue 
that open data belongs to residents as they are 
taxpayers and thus funded its creation. This is a 
somewhat libertarian argument that places the 
program’s rationale in market terms and misses 
much of the context of the data and its relation to 
government, governance and the social contract. 
Third, open data supports the advancement 
of science, assuming that sharing data spurs 
innovation both in research and economic 
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development. While true in theory, the practical 
impacts of these programs require further study.  

All of these rationales for open government data 
programs require further consideration, as policy 
about open human behavioural data should be 
informed by a conversation about trade-offs, not 
a binary right or wrong approach. There is a large 
amount of government data that is not related 
to humans — this should still be released if it 
qualifies under the current program. Again, this 
suggestion around the particular consideration of 
human behavioural data is not intended to slow 
down the pre-existing beneficial cases of open 
data publishing; much of that data is not related to 
people. However, in regard to human behavioural 
data specifically, it is defensible that the desires and 
impacts related to the people in the data, both as 
individuals and collectively, must be assessed prior 
to carrying on with an open-by-default mandate. 

Privacy as a Public Good and 
Collective Privacy Rights 
The current way human behavioural data is 
treated from a privacy and rights management 
perspective is problematic, even in the more 
progressive iterations of data protection law 
such as the European Union’s General Data 
Protection Regulation. Privacy laws are organized 
around the idea of personal data and singular 
individual data. The concept of consideration 
of our collective societal rights around data is 
undefined in Canadian law. Recent works on this 
issue suggest the idea of privacy as a public good 
(Kwecka et al. 2014; Fairfield and Engel 2015).

If we are to be intentional about changing how data 
is organized for the public good, the time to exert 
that intention is now. This role will fall to the state, 
not the market. Many commercial actors in the data 
space serve to benefit from an asymmetry of power 
and desire more detailed data, not less of it (Ciuriak 
2018). As for a third way, such as community 
data management, it is generally unrealistic to 
consider the full range of data governance as 
something that all individuals would or could 
manage themselves (Obar 2015). Those that have 
the capacity and desire to do this work would likely 
not be representative of the general population, 
which opens up another avenue for the further 
marginalization of non-participating communities. 

Existing practices regarding human data collection 
in public spaces need to be reconsidered as well 

(Robinson 2018). As public awareness catches 
up regarding the current implementation of 
surveillance capitalism, it might be expected that 
a social backlash will create political demand 
to design stronger consumer protection around 
data, legislative updates and the exploration of 
collective privacy — privacy as a public good 
(Fairfield and Engel 2015; Marshall 2018). With 
this may come the rejection of the escalation of 
surveillance capitalism in public spaces and calls 
for dismantling some of its current architecture and 
infrastructure (Bailey and Caidi 2005; Zuboff 2015).

The persistent narrative that privacy is dead, born 
of Eric Schmidt (Esguerra 2009), is untrue — there 
are vast amounts of data that are yet uncollected 
in public spaces and others that are solely in the 
domain of the government or independent third 
parties with whom individuals have chosen to 
share data. The notion that the development and 
deployment of rapidly advancing information 
technologies are an inexorable force against which 
governments and other forms of social authority 
are impotent, often referred to as technological 
determinism (Kline 2015), has infected public 
discourse, dampening serious discussions about 
technological governance, to the pleasure of 
multinational corporations (Zuboff 2015; Pasquale 
2018). While the state can be a malicious actor 
regarding the abuse of data, it is also the actor 
that can create laws to roll back existing data 
collection practices and their legality, if necessary. 
Data ownership must be understood as a critical 
foundational piece in any discussions of data 
privacy, control and use (Scassa, forthcoming 2018).

We are socially underequipped to have 
conversations about data ethics and their political 
economy. We are struggling to understand who 
must lead in creating space for these conversations. 
We must address these challenges and explore how 
to involve questions about the morals and ethics 
of technology in a series of public consultation and 
public engagement activities. In the absence of 
this activity, techno-determinism and surveillance 
culture will continue to advance unchecked (Lyon 
2017).  Avenues to define and claim collective 
privacy rights, information rights, social norms 
around data collection and thoughts around 
continuing efforts in digital constitutionalism, 
can continue to be identified and opened as 
channels for public discourse (Caidi and Ross 
2005; Gill, Redeker and Gasser 2015; Taylor 2017). 
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Community Data Protection: 
Mass and Ongoing Consent
Finally, before getting into the discussion regarding 
the challenges posed by open human behavioural 
data, it is important to keep in mind that existing 
laws inform and override any open data policy. 
But this is where the problem becomes nested. 
The foundational law for privacy regarding 
government-held data in Canada, the Privacy Act, 
is built around the idea of individual data, not 
aggregate or de-identified data. It does not include 
any notion of collective data rights, privacy as a 
public good or an updated informed consent path 
required of a person to allow their historical data to 
be released, even in a de-identified and aggregate 
way, as open data (Scassa 2014; Sánchez and Viejo 
2017). So, while the policies and data charters are 
one layer, the underlying legal direction is out of 
date for the cases that will be discussed here. In the 
absence of explicit protection of our aggregate and 
de-identified information, it could be argued that 
a lot of historical human behavioural data could 
be released as open data. Statistics Canada already 
releases aggregate data as open data: it can do so 
because aggregate data is not personal information 
within the statutory definition of the term.

Exploring Possible 
Challenges with Open 
Human Behavioural Data 
Having set the context regarding the history of 
open data, the reasons the program may accelerate, 
the baseline context of privacy for data in Canada 
and the idea of open human behavioural data, 
the paper will now turn to explore three potential 
risks related to the publication of open human 
behavioural data and how it might feed into the 
further commodification of human behaviour. 
Prior to launching into this evaluation, please 
remember, the question is not whether these 
issues related to data are occurring — they are 
— it is whether open government data programs 
could potentially accelerate these issues. If so, to 
what degree, and what are the next policy steps 
to take to address the trade-offs inherent in the 
ongoing release of open government data?

Argument 1: The Individual 
Behavioural Manipulation 

Privacy is not dead for the privileged. In 
Canada, data profiling is facilitated by a 
range of data sources about individuals and 
accelerated by the use of various consumer 
technologies (such as social media platforms, 
fitness devices and mobile phones). 

The Privacy Act is the federal legislation that 
oversees the use of data held by the state to deliver 
public services. The core guiding principle of this 
act is that data can only be used for the purpose 
it is collected for, meaning there is not one large 
state database that profiles residents through 
all of their various sets of data. The Personal 
Information Protection and Electronic Documents 
Act (PIPEDA) is the federal legislation that oversees 
data collected and used by the private sector. 

Public space in the smart city presents a 
legislative grey zone between the two. As 
commercial interests continue efforts to assert 
ownership over data collection in public space 
in the smart city context (Kitchin and Lauriault 
2014; Edwards 2016), the remaining public 
spaces that are arguably safe from tracking are 
threatened. This leads to the loss of reasonable 
expectations of privacy, accelerated surveillance 
and behavioural influence (Murakami Wood 
2013; Zuboff 2015; Edwards 2016; Mattern 2018).

Various corporations continue to make efforts to 
participate in public space data collection as smart 
city vendors (Murakami Wood 2015; Lauriault, 
Bloom and Landry 2018). They are starting to 
align themselves, in word, with the open data 
movement. As will be argued here and later in 
this paper, this is fundamentally problematic 
in that it assumes corporate ownership of data 
collected in public space, through methodologies 
that may be in conflict with informed consent. 
In public space, the default assumption should 
be government (public) ownership. The idea that 
corporate ownership of urban data has taken root 
shows how new norms can quickly emerge within 
a policy vacuum when there is no precedent. 
The move by corporate actors to support open 
data is strategic in that it aligns private sector 
intentions with an openness approach already 
endorsed as a normative good with government, 
but takes the policy out of context and abuses 



9Open Data Endgame: Countering the Digital Consensus 

the lack of broad informed social consent to 
proceed with this application in public space. 

The tracking and storage of data related to fine-
grained personal preferences and behaviours, 
both online and offline, through the use of social 
media, telecommunications, fitness accessories, 
smart home devices and more has caused a recent 
explosion in behavioural data collection. The 
firms or data brokers with access to this volume 
of behavioural data now seek to move beyond 
the satisfaction of stated user preferences (such 
as delivering relevant results in a search engine) 
to the prediction of those user preferences. As 
Google’s chief economist Hal Varian (2014) put it, 
“Google should know what you want and tell it to 
you before you ask the question.” Achieving this 
goal, which generally occurs in a low-stakes retail 
environment, can and does provide users with a 
range of services with considerable convenience. 
However, there is also reason to believe that 
this predictive power could create undesirable 
consequences through subtle and pervasive 
manipulation of behaviour, as seen in the recent 
case of Cambridge Analytica’s use of Facebook 
data. In her account of surveillance capitalism, 
Shoshana Zuboff (2015) argues, “in Varian’s 
economy, authority is supplanted by technique, 
what I have called ‘the material dimension of 
power,’ in which impersonal systems of discipline 
and control produce certain knowledge of human 
behaviour independent of consent.” There is a 
case to be made for placing restraints on access 
to the behavioural data that enables this form 
of influence, including the capture of human 
behaviour in public space. This, much like the 
categorization of open human behavioural data, is 
not a clear or distinct set of data, but again, it is a 
concept to consider in the framework of updating 
consumer protection regulation (Marshall 2018).  

Insights from the realm of behavioural economics 
have demonstrated that human decision making 
is often a product of unconscious heuristics 
and shortcuts rather than conscious, willful 
deliberation. Human minds hold many biases 
and irrational features, causing behaviour that 
is inconsistent with assumptions from classical 
economics around rationality and autonomy 
(Tufekci 2014). Experimentation in behavioural 
domains has demonstrated that people will 
respond differently to the same question 
depending on how it is worded, such as whether 
the consequences are described in terms of losses 

or gains foregone, or which option is listed as the 
status quo (Sunstein and Thaler 2005). Therefore, the 
actor responsible for arranging the context in which 
individuals make decisions, the “choice architect,” 
is able to exert subtle but powerful influence on 
the decisions people make (Tufekci 2014). Consider 
the impacts of this power in a smart city context. 

Karen Yeung (2016) argues that the ability to 
subtly manipulate behaviour without resorting to 
what would technically count as coercion would 
be magnified by big data, leading her to dub this 
form of behavioural manipulation a “hypernudge.” 
Data collected through digital platforms and the 
Internet of Things makes it possible for choice 
architects to construct personally tailored choice 
contexts for each subject. Instead of “nudging” 
the behaviour of each affected individual in the 
same manner, access to human behavioural data 
allows the execution of much more intricate 
feats of manipulation, influencing the behaviour 
of different individuals in different directions. 
Furthermore, the continuous feedback of new data 
allows the real-time restructuring of individual 
choice contexts based on their past decisions (ibid.).

While big data allows the identification of hitherto 
hidden correlations, experimentation is required 
to establish the direction of causality. As Zuboff 
(2015) articulates in her account of surveillance 
capitalism, if a choice architect wishes to influence 
individual behaviour, it would need to engage 
in experiments on the individuals from whom 
its data is collected. Witness, for instance, the 
experimentation carried out by Facebook, wherein 
the sorting algorithms that determine the content 
visible to users on their homepage was altered 
for a sample of users, in order to determine if 
Facebook could change its users’ apparent moods 
(Meyer 2014). The degree to which this past 
behaviour is a guarantee of future behaviour is full 
of unknowns. This is not to say that with all of this 
data there is a guaranteed opportunity for control, 
or a known degree to which it can be exerted.

Furthermore, the unprecedented volumes of data 
now being collected by the likes of Facebook, 
Google and Amazon through their platforms, as 
well as the ongoing implementation of the Internet 
of Things, enables the collection of personal 
behavioural data to extend into the physical world, 
in a variety of ways both explicit and indirect 
(Murakami Wood and Day 2018). This could grant 
big tech companies access to new tranches of 
data to add to their repositories, expanding 
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data profiles that are already far more advanced 
than the profiles governments hold on the large 
majority of residents (Yeung 2016). The public 
policy modifications that have been the focus of 
nudge research thus far are carried out by elected 
governments ultimately accountable to the general 
populace. The major players in the domain of big 
data are corporations whose prime directive is 
the pursuit of profit. While it may be possible to 
justify some nudges in public policy as a means of 
promoting user welfare, the fact that the agents 
most capable of executing this form of behavioural 
influence are profit-maximizing corporations 
renders this line of reasoning more dubious.

Zuboff ’s (2015) notion of surveillance capitalism 
illustrates the potentially harmful consequences of 
these tools of behavioural prediction and influence. 
Surveillance capitalism may be a misunderstood 
term by many, as the word surveillance is often 
immediately assigned to policing and privacy 
invasions. While this piece is true of an economy 
that is ever-increasingly tracking and monitoring 
citizens by way of data and sensors, including 
cell phones, it is the economy of this activity 
that is the new paradigm. Commoditizing 
human activity and understanding preferences 
to define human behaviour, in everything from 
search results to commerce to physical activity, 
has been on the rise since the early days of the 
internet. What is happening today, however, 
with the rise of smart cities, is the possibility 
for data collected in public spaces, perhaps 
owned and licensed by corporations, to be 
added to the inputs for this commoditization. 

This is a next step in surveillance capitalism in 
that it may be enabled by liberal democratic 
states in the rush to apply smart city technologies 
to public spaces. With vendors claiming that 
they will open data, tech companies want 
to be the owners, collectors and stewards of 
data, but with little clarity available to the 
public on how they may want to use this data 
in their operations and product and service 
offerings. Should they be offered public space 
by the state to do this experimentation and 
business because they are willing to commit 
to open data? The commodification of human 
behaviour is old; this is an acceleration, not a 
new activity (Murakami Wood and Ball 2013). 
The question is whether this acceleration should 
be aided by enabling the collection and/or 

publication of open human behavioural data, 
by corporations and governments alike. 

Argument 2: The Nation
Commercializing and Outsourcing the Public 
Service 

“It seems to me that the real political task in a 
society such as ours is to criticize the workings 
of institutions, which appear to be both neutral 
and independent; to criticize and attack them in 
such a manner that the political violence which 
has always exercised itself obscurely through 
them will be unmade, so that one can fight 
against them” (Chomsky and Foucault 2006). 

The public service, in North America in particular, is 
fundamentally disempowered to apply technology 
to its mandate across a wide range of operational 
areas. It takes a certain amount of institutional 
negligence to arrive at this point and whether this 
was political malfeasance or bureaucratic sclerosis 
by senior management or unethical business 
practice by government vendors warrants its own 
independent study. Regardless of the cause, it is a 
departure in the long arc of history of the power 
held by the modern bureaucracy. Far from German 
political economist Max Weber’s “iron cage,” the 
public service is in a cage of its own, constrained by 
a lack of technological investment, the outsourcing 
and privatizing of technology functions and vendor 
lock-in (Maley 2004). The implosion of the Canadian 
federal government’s Phoenix payroll system is 
a case in point. A large project was contracted 
out to a vendor; the project went into major cost 
overruns, while unionized public sector IT staff — 
some of the very people the system was supposed 
to support — have been rendered powerless to 
engage in fixing the problem (Ireton 2018). 

Power that was once increasingly condensed in 
the bureaucratic hierarchy is being shifted to the 
private sector through its design and control of 
technology systems that have long been central 
to government functions (Howlett and Migone 
2014). Weber’s theory of the bureaucracy saw one 
potential challenger to the expertise of public 
servants — small groups of private sector actors 
with specialized knowledge (Metz 2015). It can 
be argued that this challenger has arrived in the 
form of consulting and technology firms, with 
large technocratic influence being exerted on 
policy and procurement. There is an increasing 
amount of rhetoric and funding being directed 
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at technocratic improvements for governments, 
and a framing of these improvements as a 
normative good, a phenomenon that can 
be called the digital consensus. The digital 
consensus assumes the inherent good of any 
government IT modernization project, when 
in fact many are political decisions that often 
entrench the status quo, in addition to being both 
wasteful and counterproductive (Wylie 2017).

At this point, there is a risk that an expansive open 
data strategy could open the door to further erosion 
of technological capacity within government and 
increased privatization of government service 
delivery (Bates 2012; Johnson et al. 2017). Data is 
one of several core inputs to the planning of public 
services. The open government data program calls 
on government to continue opening vast amounts 
of data, data that to date has often only been 
managed or used by public servants — data that 
was also collected with no intention of ever being 
opened beyond government use. Add this historical 
data to new data from a set of environmental 
sensors, where more data will be available in real 
time, and the data can be productized and sold 
back to the state as a service (Johnson et al. 2017). 

Take urban planning as an example. Through 
the creation of private digital infrastructure, 
whether provided for free or at a cost, new and 
better data is made available to both the public 
and the private sector. Rather than taking this 
data and using it as an input for public service 
planning, new products will be created and sold 
to government based on the product’s ability 
to apply this data to planning contexts. This is 
a growing issue with the emerging area of data 
as infrastructure and the sensor systems and 
related architecture that will generate data about 
activities in public spaces. To ensure that the 
data that is generated is used in an accessible, 
transparent and democratically informed and 
policy-driven way, it is worth considering whether 
this data should be state owned. When it is state 
owned, data can be subjected to a critical lens 
regarding whether it should be made open or 
not, including a consideration based on whether 
the data includes information about human 
activity and an exploration of the possible 
positive and negative impacts of its release. 

As discussed previously, the first rationale for 
this is ethical. Public servants have an ethical 
relationship to people’s data and must use it 
within the ethical frame of government service 

provision to make decisions. The private sector has 
no such responsibility in the use of this data. The 
challenge at the moment, precipitated by years of 
outsourcing technology and contract staffing in 
government, is that many technology companies 
have significant advantages over government in 
how they are able to perform data analysis and 
other transformational data services. This is true 
of data analysis and particularly true in regard 
to machine learning and AI. But when products 
use government data to support, for example, 
planning functions, whether for transportation 
planning, housing or other activities, there are 
going to be factors that need human awareness 
and professional expertise regarding the humans 
that said data represents. Then there is a new set 
of concerns related to the application of open data 
to analytics, machine learning and AI. Using data 
published in aggregate by the state or generated 
in public spaces by residents, the private sector 
will continue to offer new products and services 
that may be both opaque and problematic in how 
they apply data (Pasquale 2015; O’Neil 2016; Noble 
2018). This is not to say that data use by the public 
sector guarantees responsible treatment of data — 
it does not (Eubanks 2017), but it does increase the 
potential to engage with how data is used due to a 
higher level of accessibility regarding the inputs of 
government services versus commercial products. 

By buying products that run on resident-generated 
data instead of building capacity in government, 
a core layer of both infrastructure and service 
delivery could become privatized and entrenched 
in government budgets (Ranchordos and Klop, 
forthcoming 2018), much like the past 20 years of 
enterprise and custom software purchasing. In this 
case, rather than have the public service define the 
needs for data collection and use, the private sector 
sets the collection model. This is an important 
moment to pause and consider whether having a 
broadly open government and related open data 
model is truly about democratization or whether 
it is about commercialization and outsourcing. 
The fundamental relationship between people and 
their government is accountability. There is no 
accountability between a government and a vendor 
beyond a contract. There is no clear mechanism 
nor approach to be able to understand the business 
strategies and medium-terms goals of the private 
sector when it comes to creating and selling open 
data products to the state, although efforts have 
been made to assess the landscape (Zeleti, Ojo and 
Curry 2016). There are two approaches to take with 
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this issue: the first is to limit the sensitive data 
that can ever be published by governments about 
its residents, whereas the second one can work 
from the other end — procurement. This could 
include defining products and services that can 
only be created by the state, in order to maintain 
awareness and inputs on the full line of decisions, 
from the data involved, how complete it is (or not) 
and how it will be used in public service provision.  

The current procurement models that government 
uses to buy technology can lead to the purchase 
of closed, proprietary products — software 
and systems that make use of complete data 
modelling that cannot be understood or parsed 
methodologically by its buyer, government and the 
people it is used on or for (Pasquale 2015; Eubanks 
2017). There is also a mounting technical literacy 
gap between vendors and government, as well as 
all the issues inherent in code-based programs and 
dashboards being used in place of rules interpreted 
by humans (Citron 2007; Kitchin, Lauriault, and 
McArdle 2015; Janssen and Kuk 2016; Eubanks 2017). 

As discussed previously, the data literacy levels 
and financial resources available to individuals 
or civil society actors are miniscule compared to 
corporate power and capacity to carry out intense 
data analysis, including using data and open 
data as inputs to machine learning and AI. In this 
context, enabling access to shared open data stores 
is questionable in terms of how much it might 
be able to level the tables for residents or civil 
society. Some go as far as to say that open data as 
currently managed does not improve democratic 
outcomes (Gurstein 2011; Ruijer, Grimmelikhuijsen 
and Meijer 2017). Some argue that a move toward 
broad corporate open data publishing will exert 
more fairness in the market — shifting power from 
large companies to small (Tennison 2018). However, 
the sales feature of products sold to government 
as part of an open ecosystem may be a false claim 
to being a good actor. Opening data when you are 
the main actor commercially situated to benefit 
from doing so is not opening data in good faith. 

The model of using government data, including 
open data, in commercial products that were 
once the domain of planners and civil servants 
accelerates the idea of government as a platform 
(O’Reilly 2009; Goldsmith and Kleiman 2017). There 
is likely erroneous thinking within industry that 
open data published by governments will provide 
a neutral and logical input for public service 
planning. This, again, is the digital consensus, 

an assumption of technical neutrality, one that 
overvalues and misapplies the quantitative over 
the qualitative in decision making (Mattern 
2017). Unless one is well acquainted with the 
humans and human circumstances from which 
the data comes, it is open to misunderstanding 
and misapplication. This is likely to happen with 
commercial products created for government. 
Public servants have an important role to play in 
setting the terms, boundaries and interpretations 
of data in policy creation. Here we can turn 
back to the data aggregation theory to consider 
how data collected under corporate rather than 
scientific modelling may not be the appropriate 
frame for inputs to public service delivery and 
policy generation (Kitchin and Lauriault 2014). 

In addition to removing the ethical practitioner 
from the inputs of service delivery, consider the 
issues with data quality that could be missed 
through the release of open human behavioural 
data — there is a high likelihood that this will be 
older data and possibly, due to problematic data 
collection methods, potentially discriminatory 
data and incomplete data (Pasquale 2015; Scannell 
2016; Weerakkody et al. 2017; Noble 2018). It is 
vital that a non-commercial lens be applied to the 
use of any human behavioural data collected in a 
government capacity. Public servants are positioned 
to both know the issues inherent to data that may 
be used in a data product and to have the ability 
to intervene in the usage of any data products or 
services that may use open data as an input. 

Argument 3: Global Systems
Accelerated Erosion of Liberal Democracy 

After exploring some of the possible impacts of 
releasing open human behavioural data at the 
individual and national levels, and how it could 
be used to commoditize human behaviour in 
those contexts, the final lens to consider is the 
global systems level. Global cities of the future 
are often described as being informed by and 
responsive to real-time and constant data collection 
(Kitchin 2013; Foroohar 2018). Beyond the public 
realm, private data collection through a range of 
personal devices, from cellular phones to ride-
sharing programs to fitness trackers, is on the rise 
as well. Taken together, they have the potential 
to significantly impact several core features and 
models of liberal democracy. One of the much-
lauded benefits of ubiquitous data collection 
is that it enables precise measurement to take 
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the place of estimates and averaging. Yet, to a 
certain extent, our social comfort with the current 
economic system has always been predicated 
on imprecision in ways not fully appreciated.

First, consider the insurance market and any 
products and services reliant on credit. As data 
and data brokerages help these firms understand 
the risks inherent to covering and servicing 
individuals, the baseline model of risk pooling and 
averaging is threatened. In the insurance model 
for various products, the collective group enables 
protection by having a shared risk. As insurers and 
lenders become increasingly able to profile and 
withhold products and services for individuals, 
well beyond the credit score, more people will 
likely be cut out of a range of services — from 
housing to transportation to other critical pieces 
of infrastructure for a decent life. The burden of 
this responsibility is due to fall to the state, which 
in many liberal democracies is already buckling 
under debt (Foroohar 2018). At a simplistic level, 
there are limited reasons to add additional data 
as collected through the state to the already 
intensive profiling that can be done on individuals 
in the market. While state data published as 
open government data would be aggregate 
or de-identified, it may still include sensitive 
information on several other axes, which, when 
combined with commercial knowledge about an 
individual, could add to prejudicial data profiling. 

The counter-argument to this risk is that individuals 
belonging to aggregate groups with positive 
characteristics, in the context of accessing services, 
should be offered the benefit of this profiling, 
often characterized by access, or less expensive 
access, to a set of products or services. This 
argument is weakened when there are factors in 
play that are beyond an individual’s control, such 
as health conditions. Besides, factors within their 
control should still not be taken as grounds for 
prejudicial access to goods and services. In any 
case, the trade-off here to consider is whether 
opening and publishing any type of data that 
may increase prejudicial service delivery is 
worth any possible upside to a set of individuals. 
The state will eventually have to bear the costs 
to support individuals that are rejected from 
market access to goods and services. Insurers, 
for example, are a type of financial government 
and any ways that open data policy might further 
entrench their power ought to be considered, 
based on the fact that the state is ultimately 

the one left to support anyone that does not 
make measure as a customer (Attali 2009). 

As recently announced plans in France and Ontario 
illustrate (Villani 2018),3 open health-care data 
may be released to support scientific research and 
AI. Just as the upside may be to improve capacity 
to identify and pre-empt disease, there is also an 
increased risk of prejudicial application of the 
data. The upside on the medical research front 
may simply not be worth the potential negative 
effects on the public, in particular if those that 
are marginalized face further discrimination 
in accessing health care or services or are 
underrepresented in the data. In cases related 
to scientific research, aggregate or de-identified 
open data related to health may be best served by 
cordoning it off to a shared data site where it can 
only be used for research and medical purposes.4 
The challenge here, however, is that it becomes 
impossible to follow the trail and use of data, in 
particular when it is in a commercial context with 
no reason or regulation to share how data is used 
in product and service delivery. The technology 
sector is not currently held to the same ethical 
data-use protocols that are used in scientific 
research or the public service. Here we return to 
limitations within privacy and ethics, in how the 
frame and lens applied in law and policy is set to 
the individual level and is too narrow to capture 
some of these societal and collective concerns 
regarding the aggregate use of data (Vedder 1999). 

The second issue with this set of impacts is that it 
broadens a power asymmetry. According to Mireille 
Hildebrant (2008), “The most salient difference 
between organic and machine profiling may be the 
fact that as a citizen, consumer or employee we find 
ourselves in the position of being profiled, without 
access to the knowledge that is used to categorise 
and deal with us. This seems to impair our 
personal freedom, because we cannot adequately 
anticipate the actions of those that know about 
us what we may not know about ourselves.”  

To exist in the face of discriminatory behaviour 
is one thing, but to not know about it in order to 
address it is on another level completely. Take 
the history of personal credit as an example. The 
institutions that manage personal credit are heavily 
regulated (Scassa 2015), and they are required to 

3 See https://projectspark.ca/about-spark/#.

4 See https://www.saluscoop.org/.
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make information about an individual’s credit 
history, credit score and rationale for ratings 
accessible upon request. Yet, based on a Canadian 
court ruling in 2003, Canada’s commercial privacy 
act, PIPEDA, found that an individual was unable 
to gain access to a bank’s internal data process, 
an algorithm that was used to make a decision 
about granting them access to a credit product. 
The ruling found that sharing this information 
about how the algorithm worked could have a 
negative commercial impact on the bank. This 
is a less-than-encouraging precedent ruling in 
Canada for algorithmic accountability (ibid.). 

Consider this issue in the modern context, where 
the range of additional measures used to profile 
customers within private sector contexts has 
multiplied immensely. We can be profiled across 
many axes. In any modern-day equivalent, 
how is one to address or update or “fix” one’s 
data profile if one has completely lost track of 
what that profile is and may not be able to gain 
access to that profile in the first place? More 
interestingly, what is an individual to do when 
that profile is not fixed nor of one version — if the 
profile is constantly being revised and remixed 
as different sets of data are brought together. 

There is no doubt a set of heavy trade-offs to 
consider. As social scientists have long argued, 
there is a need to access better and higher-quality 
data to assist in the development of social service 
delivery, and in other cases. There is a large set 
of stakeholders that have sought open data for 
good and ethical reasons and hindering their 
work would be counterproductive. However, 
there are still other options on the open data 
spectrum to consider. In cases where there is a 
scientific and non-commercial research interest, 
research data centres and other approaches 
may hold the key to a middle group — opening 
access enough to support improvements and 
science, but not to the totally unmitigated, 
impossible-to-track level of fully open data. 

The final case to consider with open data is an 
urban planning example, which presents itself in 
cases related to traffic and pattern optimization. 
Google’s Waze product allows drivers to access a 
tool built on a shared open data set to predict an 
optimum route. Recent studies show these types of 
apps may be making traffic worse (Madrigal 2018). 
These apps are framed as beneficial due not only 
to their utility but have also been partially “sold” 
via their commitment to providing open data, in a 

sharing and partnership model with government 
(Rider 2017), and with a side feature of emergency 
messaging that may further entrench the app 
within government operations. Waze’s business 
model is location-based targeted advertising. 
On its website, the first line in its “About Us” 
section states: “Waze is all about contributing 
to the ‘common good’ out there on the road.”5 

Almost 30 years ago, various researchers began 
to challenge the assumption that providing better 
information to drivers would resolve congestion 
(Mahmassani et al. 1991; Arnott, de Palma and 
Lindsey 1991). The benefits of this open data do 
not accrue to the public equally. First, they may 
provide value to those who can use the data due to 
digital infrastructure and access. Then, as suggested 
by Hani S. Mahmassani et al. (1991), there may be 
cases where the entire model is counterproductive 
— where the idea of data collection and its use 
does not stand up to scientific rigour. This draws 
to mind the data assemblage model, where data is 
collected and organized into a product and sold in 
a corporate frame without any scientific rigour to 
test the hypothesis that all the additional data in 
the hands of individuals actually improves system 
design (Kitchin and Lauriault 2014). This may be a 
case where there is unequal enough power at the 
moment to keep all systems functioning, but if all 
users were empowered with the data and product, 
it could lead to persistent system breakdown. 
This introduces the challenge of having to try 
and “walk back” an innovation — an idea that 
users have become wed to. How is one to take 
back a resident-generated data system that has 
taken hold and can operate entirely between the 
user/resident and the corporation? The possible 
mechanisms are regulatory. A final consideration 
in this model may be the additional negative 
impacts on those who are not participating in the 
data model but suffer service quality reduction 
on public transit due to the introduction of 
technology when its impacts were not understood. 

The summary consideration here is that within 
our liberal democracy there are many models 
that depend on averaging and shared risk. A 
degree of imprecision is what enables many of 
our systems to work. Where there is a commercial 
interest, collective human interest will never be 
protected at the cost of profit reduction without 
regulation. For every mention of an individualistic 

5 See www.waze.com/about. 



15Open Data Endgame: Countering the Digital Consensus 

right or protection, a collective mechanism must 
be raised for consideration. How do we consider 
aggregate needs inherent to the shared risk 
model that liberal democratic markets are built 
on? Liberal democracy relies on a collective notion 
of humanity, public service and good governance. 
For every mention of privacy by design and 
concerns for individual and personally identifiable 
information, there must be made new mention 
of data minimization, mass consent, aggregate 
privacy and privacy as a public good. For every 
mention of efficiency, there must be made mention 
of trade-offs related to universal protections. For 
every effort to privatize a service using data or 
technology, there must be a discussion about 
the impacts of the blurring lines between service 
delivery by the state versus the market.  

We are moving along a continuum where the 
collective notion of how to participate in a 
system as a community is decreasing. Micro-
targeting and individual services have been a 
boon to many in the commercial space and they 
continue to push this slide toward individually 
focused behaviours and norms. Now we are 
facing new technology issues that are triggering 
an exploration of the downsides associated with 
these types of individually focused systems. 
Current circumstances may create a reminder 
of the need to give more than one receives, in 
some cases, in order to support the full range of 
human existence in our society. And, possibly 
harder, to bypass some of the opportunities and 
technologies being made available as a necessary 
step to protect ourselves as a collective. 

Policy Guidance 
These are a brief set of unformed but high-level 
suggestions to consider in a policy development 
context when considering human behavioural 
data and open data programs moving forward: 

 → Create a process to assess and consider data that 
is tied to humans prior to open data release. This 
work may include a categorization exercise to 
determine which human data is most sensitive 
and help inform protocols in a related manner. 

 → Mandate government ownership for 
data collected in public spaces and 

build the requirement into procurement 
rules. This ownership can then be used 
to democratically guide usage through 
licensing, including open data. 

 → Define types of data that should not be 
collected at all and create guidelines to drive 
this decision. This may include repealing 
allowances for current practices. The only 
secure human data is data that has not been 
captured. A public consultation should be 
held to determine not only what data to 
capture and why, but also which data not 
to capture, and why not. This would include 
potentially rolling back some of the existing 
programs and allowances within policies. 

 → Suggest updates to open-by-default policy/
open data charter to reflect these possible 
issues with human behavioural data and/
or convene discussions through the open 
government partnership to explore them further 
within the open government community. 

 → Convene a national discussion on 
data justice and data rights. 

 → Fund community infrastructure programs 
to support the hardware, software, 
governance and community capacity 
requirements for communities to oversee 
and manage their own data collection. 

Conclusion
Given the many unexpected, unknown and 
unintentional outcomes regarding the use of 
data, the technologically deterministic approach 
inherent to the belief in open data, like technology, 
as inherently good or an inevitable state of affairs 
needs a rethink. Considering the particular 
implications of the use of human behavioural 
data to further commoditize human behaviour 
may be helpful in this exercise. There are cultural 
influences at play in our current data discourse: 
habits and behavioural evolutions or norms that 
demand their own distinct analysis, including 
a rethink of ideas related to consent and social 
licence. The impact of the world moving away 
from modelling and planning and into actuals is 
profound. In some ways, there is both safety and 



16 CIGI Papers No. 186 — August 2018 • Bianca Wylie

imprecision in inefficient and complex models. 
There is an important tension and trade-offs 
discussion to be had about whether the state’s 
importance as an institution of stability may need 
to be heavily re-exerted, and to create a space 
for an exploration of social values. This paper is 
an effort to frame and inform these discussions. 
Some trade-offs and loss of efficiency in service 
delivery may be required to protect the notion of 
free will and places that exist without surveillance 
and/or plausible surveillance. Either we work 
to find democratically informed and intentional 
approaches to thrive using data and technology 
or we move aggressively into the collapse of the 
remaining state institutions and adopt a boldly 
techno-deterministic and libertarian agenda. 
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