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Executive Summary
In recent years, the debate about the role of digital 
technology in our society, our economy and our 
democracies has shifted, and questions about 
the social and economic costs of the platform 
economy have emerged. One way of framing the 
growing academic, journalistic and civil society 
discourse on the impacts of platforms on society 
is by looking at three key areas of potential 
concern: information reliability, social division and 
election integrity. As more is learned about the 
nature of these problems, demand is growing for 
a coordinated and comprehensive response from 
governments, civil society and the private sector. 

But while there is increasing recognition of the 
problems, there remains significant ambiguity 
and uncertainty about the nature and scale of the 
appropriate response. Democratic governments 
around the world have, therefore, begun to 
search for a strategy to govern the digital public 
sphere. Many are converging on what might 
be called a platform governance agenda. But 
what might a platform governance agenda look 
like? This paper considers three dimensions.

First, there is a need for a combination of content, 
data and competition policies that are implemented 
in coordination across government departments 
and between governments in order to address 
the breadth of policy areas in this space.

Second, there is an urgent need for global 
platform governance, as no single state can shift 
the structure of the platform economy alone. 
This need for global governance is, however, 
complicated by a parallel need for subsidiarity in 
policy responses: on some issues, such as speech 
regulation, policy must be nationally implemented; 
on others, such as ad transparency and a new data 
rights agenda, global coordination is required; 
and for others, such as artificial intelligence 
(AI) standards, global collaboration is needed to 
ensure uniform application and enforcement.

Third, the issues that fall under the platform 
governance agenda are of varying levels of 
complexity and regulatory risk. Policies for 
some issues have a high degree of consensus 
and limited risk in implementation; other 
issues are far more complex and are going 
to need substantive policy innovation.

The widespread adoption of digital technology 
over the past 20 years into virtually all aspects 
of our lives has been tremendously empowering 
and has led to some real social progress. 
But we are now also seeing the costs. As the 
technology evolution barrels forward, and as we 
enter a world of human-digital augmentation, 
biotechnology, AI and the Internet of Things, 
we need to make sure we have a governance 
system that is capable of both minimizing the 
inevitable social costs and holding these new 
institutions of power democratically accountable.

Introduction
In 2008, Barack Obama won the US presidential 
election as the first social media candidate (Carr 
2008). Although Howard Dean, a candidate for the 
Democratic nomination in the 2004 presidential 
election, had leveraged blogs, web forums and early 
social networks, the Obama campaign was the first 
to maximize the tools of the platform web (Kreiss 
2012). Obama’s presidency spanned a period of 
tech expansion and optimism during which a small 
number of platform companies grew from relatively 
small social networks and commercial products to 
the global monopolies they are today. And they did 
so in a largely laissez-faire regulatory environment. 

So, it was surprising that, in January 2017, Obama 
used his final speech as president to deliver a 
stark warning to Americans, suggesting that 
people are growing isolated from one another by 
competing “facts” (Obama 2017). At a Democratic 
Party rally in November 2016, he said social media 
had enabled a “dust cloud of nonsense” (quoted 
in Solon 2016). In his farewell speech, Obama said 
that we have “become so secure in our bubbles 
that we accept only information, whether true 
or not, that fits our opinions, instead of basing 
our opinions on the evidence that’s out there” 
(Obama 2017). Dwight D. Eisenhower used his 
final address to call out the military industrial 
complex, but Obama’s message was even more 
dire, warning that democracy itself was at risk. 

The reality is that the 2016 US presidential election 
was a turning point in the public discussion 
about technology and democratic society. The 
threats posed by foreign interference were, of 
course, nothing new. But the tools and tactics 
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used by the Russian government (detailed in two 
comprehensive reports prepared by independent 
researchers for the Senate Intelligence Committee 
[New Knowledge 2018; Howard et al. 2018] as 
well as in the Mueller Report [Mueller 2019]) 
revealed striking vulnerabilities in the information 
infrastructure of a superpower. The revelation of 
these vulnerabilities that surrounded the election 
of Donald Trump (as well as the equally surprising 
Brexit referendum), served as a catalyst for public 
concern that has, over the past three years, 
developed into a full-scale “techlash” — a broad 
change in attitude in much of the democratic world 
toward the role technology is playing in society.

Despite mounting media scrutiny, public policy 
attention and private sector efforts, these problems 
have continued to grow. Rarely does a week go 
by that does not feature another story about how 
technology has enabled social manipulation, 
illiberal and authoritarian behaviour, harmful 
content and hate speech or attacks on the 
integrity of our democratic institutions. There 
have been striking cases of commercially and 
politically driven misinformation (Graff 2018), 
foreign interference in elections across the 
democratic world (Lapowsky 2018), large-scale 
data breaches (Cadwalladr and Graham-Harrison 
2018), cyber attacks (Polantz and Collinson 2018), 
the proliferation of hate and harmful speech (Taub 
and Fisher 2018a), data exploitation and abuses 
of surveillance (Molnar and Gill 2018; Beall 2018). 
The mosque shootings in Christchurch, New 
Zealand, in March 2019, when live video of the 
attack was broadcast and widely circulated on 
social platforms, are a recent example that brought 
these challenges (to both regulators and platform 
companies alike) into sharp relief. All share the 
common variable of being enabled, if not intended, 
by the design of our digital infrastructure itself. 

There remains, however, strong political support 
for variations on a laissez-faire approach. Some 
argue that the problems are exaggerated, that the 
private sector is best positioned to fix whatever 
problems might be present and that government 
overreach could undermine innovation or even 
free expression (Kang 2019). Others within the 
technology sector have assured governments 
and the public that they are making broad new 
efforts to limit the social harms of their products 
(Romm and Timberg 2018). Such promises have 
been offered up repeatedly for nearly a decade 
(Tufekci 2018b). Although they may now be 

sincere, self-regulation in matters of digital 
democracy is no more likely to succeed than it 
did in financial markets, for the same reason 
that the economic incentives push against it.

As our understanding of the nature of these 
problems grows, so too does demand for a 
coordinated and comprehensive response from 
governments, civil society and the private sector. 
But while there is growing recognition of the 
problem, there remains significant ambiguity 
and uncertainty about the nature and scale of the 
appropriate response. Democratic governments 
around the world have, therefore, begun to 
search for a strategy to govern the digital public 
sphere. Many are converging on what might 
be called a platform governance agenda.

While governments have been slow to take on 
the challenge of governing big tech, those that 
have turned their attention to this policy space 
in a serious way are coming to markedly similar 
conclusions: in short, that there are no silver bullets 
to address the social and economic costs of the 
platform economy. Instead, governments in Canada, 
France, Germany, New Zealand and the United 
Kingdom — and even a growing number of political 
leaders in the United States — are articulating 
the need for a broad and comprehensive set 
of policies that are both domestically nuanced 
(to account for differences in speech laws, for 
example), and also internationally coordinated (to 
create sufficient market pressure). Together with 
a growing community of scholars and activists, 
they are contributing research and ideas into an 
emerging platform governance agenda (Caplan et 
al. 2018; Gillespie 2018a; Gorwa 2019a; Klonick 2018; 
Napoli 2015; Kaye 2019) — one that is grounded in 
the deliberative discourse of democratic societies. 

This paper collates and presents the ideas that are 
beginning to come together in this agenda. First, 
it will summarize some key questions regarding 
the social costs of the platform economy. 

Second, it will present a typology for the 
various policy prescriptions being debated 
for platform governance (i.e., what a platform 
governance agenda might look like). 
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Costs of the Platform 
Economy
Once nimble start-ups, companies such as Google, 
Facebook, Twitter and Amazon now span the 
globe, serve billions of users and, increasingly, 
perform core functions of our society. For 
example, 70 percent of all internet traffic flows 
through either a Google or Facebook server 
(Cuthbertson 2017). For many users, particularly 
those in emerging economies, these companies 
are the internet. Because of this, platform 
companies and the ways they shape our digital 
lives must be interrogated, better understood 
and, indeed, governed if we are to get to the root 
of the challenges facing our public sphere.

Doing so demands interrogating the social 
and economic costs of this socio-technical 
infrastructure. One way of framing the growing 
academic, journalistic and civil society discourse on 
the impacts of platforms on society is by looking at 
three key areas of potential concern: information 
reliability, social division and election integrity.

Information Reliability 
The first concern is the ways in which the design 
of our digital ecosystem affects the reliability of 
information in our society. Access to broadly shared 
reliable information is a critical component of 
collective democratic decision making. In order to 
participate in a democratic society, we need to have 
some basis on which to agree and disagree and on 
which to hold institutions accountable. Democracy, 
at its core, requires informed citizens to legitimize 
collective governance. Much of this information 
is now mediated by platform companies, so 
understanding how the incentives and design 
of this infrastructure shape the quality of the 
information we receive is critically important.

This platform ecosystem is made up of privately 
owned public spaces. Platforms are more like 
shopping malls than town squares, in that they 
are governed by both public and private rules. 
Among the primary private constraints are the 
commercial interests of the platform companies 
themselves. The shareholders who own this de 
facto public sphere demand quarterly profits, 
and the financial model that drives much of 
the revenue from our information-based digital 

economy (Facebook, YouTube, Twitter) is the 
attention economy — a product of the way our 
attention is surveilled and the way data about 
us is monetized (Williams 2018; Wu 2017). 

Broadcast media once had a near-monopoly 
on access to large audiences. If an advertiser 
wanted to reach a particular demographic, they 
would purchase ad space with a publisher that 
claimed to reach that group. Today, platforms 
instead use vast sources of data about our lives 
to build highly specific and detailed individual 
profiles of their users. This data is collected from 
our online activity (Evans 2009), our call records 
(Warren 2018), our movement (Nakashima 2018), 
our applications data (Nyguyen 2018), even the 
rhythm of our keyboard typing. The Internet of 
Things has even bridged the gap to our offline 
lives — listening and watching us in our homes 
(Fowler 2019). Using these profiles, content can 
be targeted specifically to us. Simply put, instead 
of buying an expensive generic ad on The New 
York Times website to reach a broad demographic, 
an advertiser can precisely target content of 
any type to a platform’s members using highly 
personalized data and models about their lives. 

In this tightly controlled market, it is the attention 
of micro-targeted audiences that is the product 
— what Shoshana Zuboff (2018) calls surveillance 
capitalism. The ultimate promise of this model is 
that media can serve as a tool of persuasion — that 
is, it can change our behaviour (Mønsted et al. 
2017; Kramer, Guillory and Hancock 2014; Tufekci 
2015a). We can be persuaded to purchase a product, 
show up at the polls, consume content or join a 
community organization. This model is incredibly 
effective at producing these social goods. The 
problem is that these tools can be used for nefarious 
purposes as well. They can be used to target our 
biases, to confirm our fears and to divide us. 

At the same time, since engagement is a metric 
of value in the attention economy, platform 
algorithms have also been shown to prioritize 
entertainment, shock and radicalization over 
reliable information (boyd 2016; Caplan and boyd 
2016; Miller 2019; Tufekci 2015a; Wagner 2015). 
This is why research shows, for example, that 
misinformation spreads further and faster than 
genuine news (Vosoughi, Roy and Aral 2018). 

The result of this commercial infrastructure (both 
the targeting capacity of online ads and the organic 
spread of certain subsets of content designed 
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to engage us) is that it has replaced traditional 
filtering functions for information in our society 
(editors, researchers, trusted institutions) with 
the commercial interest of a small number of 
companies and those who use their tools to 
persuade audiences. This incentivizes both greater 
and greater surveillance (as more data means 
more specific targeting) and the circulation of 
content designed to entertain rather than inform. 
As such, the rise of platforms shaped not just the 
industry of journalism, but also the character of 
the information we receive as citizens. Journalism 
must now compete in what is, ultimately, a market 
for our attention, with no privilege alongside 
all of the information fighting to reach us. It is 
but one voice, one content type competing with 
gossip, propaganda, advertising and all of the 
information shared by our friends and family. And 
it is doing so within a system where the financial 
incentives are set by, and for the benefit of, the 
platforms themselves (Bell and Owen 2017). 

One structural problem that is embedded in the 
financial incentives of the platform design is that 
authenticity and accuracy are not necessarily the 
primary variables determining reach on social 
media. At times, they hamper it. Former Google AI 
engineer Guillaume Chaslot was once responsible 
for working on the YouTube recommendation 
algorithm until he was fired in 2013, but he now 
sees with clarity the harm it is causing (Tufekci 
2018a). Take, for example, the phenomenon of 
flat earth videos on YouTube. The algorithm that 
Chaslot helped build now recommends flat earth 
videos on a remarkably consistent basis (Landrum 
2019; Chaslot 2019) — to the point where many 
prominent videos have been viewed hundreds 
of millions of times. It is similar for Instagram, 
where flat earth videos compete for views with 
YouTube (Lorenz 2019), and for Facebook, where 
the algorithm recommends users join increasingly 
radical groups (Silverman, Lytvynenko and Vo 2018). 
The result is that warring AIs are competing for 
views by promoting completely false information — 
a race to the bottom by emphasizing engagement. 
In this example, there is an almost perfect 
disconnect between the interests of society (access 
to quality information) and the interests of the 
algorithmic system and the corporations that built 
them (driving views, watch times and engagement). 

This same incentive structure also means that 
false information can travel faster and further 
online than true information. A recent study 

by Soroush Vosoughi, Deb Roy and Sinan Aral 
(2018 looked at the diffusion of true and false 
information on Twitter from 2006 to 2017 and 
found that false information spread farther, faster, 
deeper and more broadly than true information. 
False information was 70 percent more likely 
to be retweeted and true information took six 
times longer to reach 1,500 people (ibid.). These 
effects were stronger for precisely the type of 
information journalism was once relied on to 
verify — news about terrorist events, natural 
disasters, science and financial markets (ibid.). 
Another related dynamic is what is called the 
illusory truth effect, whereby even if people know 
a message is untrue, if it is repeated enough 
times they begin to believe it (Fazio et al. 2015). 

There is, perhaps, no better example of these 
problems than the anti-vaccination movement. 
One study estimated that half of all parents in the 
United States have been exposed to misinformation 
about vaccines on social media (Royal Society 
for Public Health 2018). It is the perfect crisis to 
define our political moment. Misinformation 
about vaccines is spreading globally, with 
harmful results. Virtually eradicated 10 years 
ago, measles is now spreading around the world. 
Europe had more than 41,000 cases in 2018 (BBC 
News 2018a). Two years earlier there were 5,000 
cases (ibid.). The World Health Organization is 
warning that “vaccination hesitancy” has become 
one of the top 10 threats to global health.1

It is not only blatantly false information that is 
a problem for society’s ability to make collective 
decisions based on broadly accepted realities. 
For Buzzfeed’s chief data scientist Gilad Lotan 
(2016), the focus on a binary between clearly false 
versus clearly true information, while helpful 
in identifying a category of misinformation, 
misses a far more opaque and potentially 
worrying phenomenon: the proliferation of 
harmful, biased political propaganda. Rather 
than being fake, this information might be 
manipulative or biased. Instead of convincing 
citizens of conspiracy theories, this content 
can simply reinforce their biases or confirm 
their ideology to the exclusion of others. 

This problem will only be amplified with the rise 
of synthetic media, technology that will allow 
people to edit and manufacture video recordings 

1 See www.who.int/emergencies/ten-threats-to-global-health-in-2019.
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of events.2 When combined with personalized 
data, this technology will enable individualized 
versions of events, indistinguishable from reality 
and designed on personal beliefs and biases, to be 
delivered directly into our social feeds (Chesney 
and Citron 2018). This shaping of reality will only 
get more challenging as our digital spaces become 
home to increasingly sophisticated bots and 
agents (Kelly 2019). We may have access, overall, 
to more reliable information, but it is positioned 
among a far larger amount of content that lacks the 
signals and institutions that suggest credibility. 

Social Division
The second concern is whether the design and 
incentives of the platform economy are enhancing 
society or creating new divisions or social harms 
in society. In the first quarter of 2019, Facebook 
disabled 2.19 billion fake accounts (Facebook 2019), 
more than double the previous quarter (Stewart 
2019). In the same period, Facebook took down four 
million hate speech posts and in the previous three 
quarters flagged 21 million instances of child nudity 
and sexual exploitation (Facebook 2019). Other 
platforms face similar problems with toxic content. 
From January to March 2019 alone, YouTube took 
down 2.8 million channels, more than eight million 
videos and 228 million comments (Thompson 2019). 

A potential effect of the design of our information 
infrastructure is the polarization of our public 
sphere. People have always self-selected into 
political tribes and information silos, but now 
the question is whether the very structure of our 
information systems themselves exacerbates 
the polarization of our civic discourse, as well 
as the severity of the divisions in our society. As 
Amanda Taub and Max Fisher (2019a) describe 
in The New York Times, the social constraints 
that moderate group behaviour may be weaker 
online, and the dynamics of digital social 
networks could even play into our tendencies 
toward group polarization and radicalization.

One process through which this occurs is group 
polarization, whereby individuals in groups have 
a psychological tendency to take more radical 
positions than they would hold on their own 
(Sunstein 2002). This effect can lead an online 
community to form around a perceived harm, 
and vilifying outsiders can become a signal of 

2 See https://edition.cnn.com/interactive/2019/01/business/pentagons-
race-against-deepfakes/.

loyalty to the group. This dynamic can quickly turn 
seemingly innocuous communities into sources 
of toxic content. Individuals can also easily find 
communities of others with similar grievances 
online. Sociologist Michael Kimmel (quoted in 
Taub and Fisher 2019a) calls these “communities 
of ‘aggrieved entitlement.’” “Formerly these people 
felt isolated and alone,” he argues, “but now they 
find their mates, they find their people” (ibid.).

Social scientists have also found that morality 
itself often takes form from social cues. We tend 
to think in a way that is affirmed, and even 
shaped, by those around us. As social psychologist 
Elizabeth Levy Paluck (with Hana Shepherd and 
Peter M. Aronow) (2016) has shown, and Taub and 
Fisher (2019a) outline, individuals’ moral decision 
making — how we come to our sense of right and 
wrong — is often heavily influenced by social 
referents. If morality is, in part, a “perceptual task,” 
as Paluck argues (cited in Taub and Fisher 2018b), 
if we shape our moral decisions to fit what we 
think those around us believe, then how are online 
social networks, which determine the people and 
ideas we are exposed to, reshaping this dynamic?

A related problem is the type of information 
we receive on platforms. Despite a potentially 
vast diversity of content, it is an open question 
whether individuals actually receive a broad range 
of views (Tufekci 2015b; Dubois and Blank 2018). 
This is because on platforms we are each given 
a customized diet of information. The algorithm 
that determines your Facebook News Feed or your 
Google search is the result of a constantly evolving 
equation acting in response to the data it is fed. It is 
an editorial function operating at a mind-boggling 
scale — sorting billions of pieces of content a day. 
Aside from just deciding what information we 
might most want to consume, platforms must also 
determine what is allowed to be said (following a 
complex mix of their terms of service agreements 
and national laws). For example, of the more than 
one billion new posts to Facebook every day,3 
some will breach either the terms of service of the 
company, or a law of a country in which the service 
is provided. The question is, how do you find and 
take down these posts? The answer to both of these 
challenges of scale is an increasing reliance on AI.

AI is used to help us filter the content we might 
most want to consume. These filters include the 

3 See https://newsroom.fb.com/company-info/.
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algorithms that prioritize Google search results, 
the “up next” recommendations in YouTube 
or the Facebook News Feed algorithm. They 
are one way to make these platforms scalable 
to billions of users. Our data is also being 
filtered by the micro-targeting algorithms that 
drive advertising technologies, which allow 
for content to be tailored specifically to us. 

One of the risks, however, is that we can become 
siloed in content that either reinforces our biases or 
further entrenches our beliefs. There is considerable 
academic debate about the existence, nature and 
consequence of filter bubbles and echo chambers 
(Boxell, Gentzkow and Shapiro 2017; Fletcher and 
Nielsen 2017; Bright 2016; Quattrociocchi, Scala and 
Sunstein 2016), on the radicalizing tendencies of 
engagement-driven algorithms (Lewis 2018; O’Hara 
and Stevens 2015), as well as regarding the media’s 
role in further exacerbating divisions (Philips 2018). 
This is an area that demands much more research. 

There is growing evidence that this division and 
toxicity in our public sphere is having an effect 
on our physical well-being and our mental health. 
A study by Philippe Verduyn et al. (2015) found 
that experiment participants who used Facebook 
actively for 10 minutes felt the same or just a little 
better, but those who used it passively felt worse. 
A study by Hanna Krasnova et al. (2013) found 
that 20 percent of envy-inducing situations that 
experiment participants experienced were on 
Facebook, and that “intensity of passive following 
is likely to reduce users’ life satisfaction in the 
long-run, as it triggers upward social comparison 
and invidious emotions” (ibid.). A longitudinal 
study by Holly B. Shakya and Nicholas A. 
Christakis (2017) showed that linking and liking 
on Facebook led to declines in mental health. 
The inverse also appears to be true: a study by 
Melissa G. Hunt et al. (2018) found that limiting 
social media use led to decreases in loneliness and 
depression. There is also growing concern about 
the mental health of teenagers. One study of US 
teens between grades 8 and 12 found increases in 
depressive symptoms, suicide-related outcomes 
and suicide rates among those who spent more 
time using social media and electronic devices 
such as smartphones (Twenge et al. 2017). Another 
found that Facebook use decreases both how 
satisfied young adults feel moment-to-moment 
and how satisfied they are with their lives (Kross 
et al. 2013). This is, of course, an active debate. A 
study by Amy Orben, Tobias Dienlin and Andrew 

Przybylski (2019) found that social media use is 
not a strong predictor of teen life satisfaction.

One of the challenges facing policy makers is 
that the very power of digital technologies over 
our emotions, social groupings and political 
beliefs is precisely what makes the platform-
based public sphere so ripe for abuse. As Alex 
Krasodomski-Jones and Josh Smith (2019) 
argue, “information operations are rarely 
about changing the things people believe, but 
changing the way they feel. Anger and fear are 
not things we can correct with better facts.” 
More and more, these tactics are also being used 
to interfere in democratic political processes. 

Election Integrity 
A third concern is whether the tools of the 
platform economy can be used to undermine the 
integrity of democratic elections. In democratic 
elections around the world, the core capabilities of 
platforms such as Twitter, Facebook and YouTube 
have been used to sow divisions among voters 
and flood the public sphere with misinformation 
right at the time when common understandings 
of candidates, party platforms and public policy 
are needed so that citizens can make collective 
decisions. Media has always been manipulated for 
political gain — that is why democratic societies 
have developed strict rules governing speech 
during elections. The challenge we face now is 
that these rules are either not being enforced 
in the digital space or are misaligned with the 
technical capacities provided by platforms.

This vulnerability can take many forms and can 
be perfectly legal. In the 2016 US election, the 
Trump campaign ran and tested 50,000 to 60,000 
simultaneous micro-targeted ads a day on Facebook 
(Wong 2018). These ads could not be evaluated 
by an individual as true or false, but rather were 
designed to nudge the behaviour (to not vote, for 
example) of highly targeted subsets of voters. There 
is a growing debate about whether micro-targeting 
should be allowed for political ads at all (ibid.). 
The actors who may want to manipulate voter 
behaviour of course include traditional political 
actors — political parties, third-party groups and 
individuals. But there is also a new layer that has 
emerged on top of the digital infrastructure, made 
up of opportunists, grifters and genuinely malicious 
actors seeking to undermine democratic elections. 
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There is a growing field of journalism and 
scholarship studying this space. While our 
understanding of the actors and tactics is 
rapidly evolving, their key capabilities are also 
becoming clear. The strategies employed by these 
actors are varied. A recent report on the state of 
election interference from the think tank Demos 
(Krasodomski-Jones et al. 2019) identified four 
main objectives of information operations:

 → Affect sympathetic changes in behaviour 
and perception through astroturfing or fake 
grassroots support; false amplification of news, 
marginal voices or critiques of opponents; and 
impersonation of public or political figures.

 → Reduce oppositional participation through 
defamation, doxxing, hacking and leaking 
documents; intimidation and harassment; 
and interference with political processes.

 → Reduce quality of communications environment 
by creating confusion and anger by playing both 
sides, exploiting platform infrastructure and 
content mod systems, and shocking content.

 → Reduce quality of available information 
by undermining trust in the media and 
blurring the lines between fact and fiction 
through algorithm exploitation and 
manipulation, deepfakes and dissemination 
of false stories or conspiracy theories. 

The motives and tactics used vary widely. Some 
individuals are looking for financial gain (Silverman 
2018), developing click bait to fuel traffic-based 
sites, such as the Macedonian teens who created 
viral content in the 2016 US election (Silverman and 
Alexander 2016). This group includes digital-media-
savvy information merchants who buy Wikipedia 
edits, rent fake Internet Protocol (IP) addresses to 
disguise location, sell fake likes and followers, and 
hire firms running tens of thousands of unique 
identities, each one with multiple accounts on 
social media, a unique IP address, its own internet 
address, even its own personality, interests and 
writing style (Miller 2018). The large groups of 
Kosovo youth creating clickbait for profit are an 
example of this type of actor (ibid.). Other groups 
use paid ads that push politically sensitive content 
(for example, abortion; lesbian, gay, bisexual, 
transgender and queer issues; guns; immigration; 
nationalism; race; terrorism; and candidate 
scandals) (Kim et al. 2018). Actions include posting 
to closed groups, where content is more hidden 

from public view, and where posts and sign-
ups can increasingly be automated (Silverman, 
Lytvynenko and Vo 2018). Other tactics include 
“computational propaganda” systems and other 
tech innovations that use a mix of automation 
and media manipulation to algorithmically 
spread disinformation and sow political 
confusion (for example, deepfakes, predictive 
algorithms, influencer bots) (Ananny 2018).

Of course, the groups involved also include both 
domestic and international non-state actors 
as well as states, state-sponsored groups and 
militaries, looking either for external power gains 
or to internally influence citizens’ behaviour. 

Actions have included coordinated inauthentic 
behaviour by groups (for example, troll farms) 
or individuals to “game” platform infrastructure, 
either in short-term surges that flood the platform 
with specific content to make it trend or become 
highlighted, or long-term drip-feeding through 
mainstream, reputable sources to enforce a one-
sided narrative. For example, backed by millions 
of dollars, and with the help of hackers and paid 
operatives, the Russian Internet Research Agency 
(IRA) continues to seek to influence unwitting 
Americans, in some cases paying them to post 
inflammatory content, in other cases using their 
most intense beliefs to fuel the fire, with the specific 
goal of disrupting the upcoming midterm elections 
(Graff 2018). As Federal Bureau of Investigation 
Director Christopher Wray stated, “This case serves 
as a stark reminder to all Americans: Our foreign 
adversaries continue their efforts to interfere in our 
democracy by creating social and political division, 
spreading distrust in our political system, and 
advocating for the support or defeat of particular 
political candidates” (quoted in ibid.). The US 
Office of the Director of National Intelligence has 
said it is also concerned about similar information 
operations from China and Iran (quoted in ibid.).

It is this very utility to divide that Russia capitalized 
on during the 2016 election. Government-connected 
actors used Facebook, Instagram, Twitter and 
YouTube not simply to spread false information, but 
to sow division among and to inflame Americans — 
in one case using Facebook to organize competing 
rallies in support of and against the Black Lives 
Matter movement (Parham 2017). One ingenious 
tactic that the Russian IRA used in the 2016 US 
election was to create broad-interest fan pages (as 
early as a year before the election) for prominent 
figures in the African American community, 
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including Malcolm X and Beyoncé (Glasser 2018). 
For a year they built followers by posting normal 
fan content (Parham 2018). Then, days before 
the election, the pages were weaponized by 
posting content designed to suppress the African 
American vote (ibid.). The nature of this tactic 
reveals the immense challenges of addressing 
attempts to influence voter behaviour and the 
scope of the vulnerabilities. How can the integrity 
of elections be protected against such threats?

These tools and tactics are ultimately designed to 
sow discourse, to undermine reliable information 
and to raise questions about the integrity of the 
democratic process. All of these interventions have 
the ultimate and designed effect of undermining 
trust in democratic institutions, and even in 
the integrity of elections themselves. Despite 
significant efforts by platform companies and 
civil society to counter these threats, nefarious 
applications of these capabilities have been 
mobilized in elections around the world.

Toward a New Policy 
Agenda
If we accept that there is, at the least, a heightened 
risk of a set of negative social costs being presented 
by platforms, that they are not being corrected by 
the market, and that these are, in part, attributable 
to the design of the digital infrastructure itself, 
then the moment clearly demands governance. 

The policy response is riddled with challenges. 
Since the digital economy touches so many 
aspects of our lives and our economies the 
issues that fall under this policy rubric are 
necessarily broad. In countries around the world, 
data privacy, competition policy, hate speech 
enforcement, digital literacy, media policy 
and AI governance all sit in this space. What 
is more, they are often governed by different 
precedents and regulated by siloed departmental 
responsibility that lack coordinated policy 
capacity. This complexity has contributed to a 
policy inertia, and increased the likelihood that 
governments fall back on self-regulatory options.

And so democratic governments around the world 
have begun to search for a new strategy to govern 

the digital public sphere. Looking for an overarching 
framework, many are converging on what might 
be called a platform governance agenda. 

Over the past two years, many significant efforts 
have been made to map out potential policy 
responses to the challenges outlined above. 
These include (to list a few): the European 
Commission’s report of the independent high level 
group on fake news and online disinformation 
(European Commission 2018), the UK Parliament’s 
Digital, Culture, Media and Sport Committee 
final report (UK House of Commons 2019), the 
Knight Commission’s report on trust, media and 
democracy (Knight Commission on Trust, Media 
and Democracy 2019), The London School of 
Economics and Political Science’s (LSE’s) Truth, 
Trust & Technology Commission’s report (LSE 2018), 
the UK government’s online harms white paper 
(United Kingdom 2019), the French government’s 
report (France 2019), as well as hundreds of 
works on individual aspects of the problem. A 
commonality spanning this body of work is that 
all argue that there are no easy solutions to this 
set of problems. Instead, they each suggest that 
we need a broad combination of policies in new 
unchartered public policy terrain that requires 
experimentation, iteration and international 
coordination. They also all argue that while 
leadership and cooperation from the private sector 
are absolutely critical in order to address what are 
highly technical challenges, the incentive structure 
for this action must be developed by democratically 
elected governments. These may be out of step 
with the nature and character of the digital 
economy, but the answer is better governance, 
not self-governance. What might this look like?

The value of a platform governance approach is 
that it provides a framework through which to 
connect a wide range of social, economic and 
democratic harms; brings together siloed public 
policy areas and issues into a comprehensive 
governance agenda; and provides a framework for 
countries to learn from and coordinate with each 
other in order to exert sufficient market pressure.

But what might a platform governance agenda 
look like? This paper suggests three dimensions:

First, there are no single-issue solutions to the 
challenges of technology and society. In order to 
address the breadth of policy areas in this space 
a combination of content, data and competition 
policies that are implemented in coordination 
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across government and between governments are 
needed. The challenges we confront are systemic, 
built into the architecture of digital media markets. 
As a result, our public policy response must be 
holistic and avoid reactions that solve for one 
aspect of the problem while ignoring the rest. 

Second, there is an urgent need for global platform 
governance, as no single state can shift the 
structure of the platform economy alone. Platforms 
are global organizations, which, in the absence of 
enforced national rules, will default to their own 
terms of service and business practices. This is 
entirely understandable. At the same time, because 
of the scale of the operation of these companies 
and the power they have accrued as a result, as 
well as the complexity of the new governance 
challenges they present, it is very difficult for any 
individual country to go at it alone on regulation.

However, this need for global governance is 
complicated by a parallel need for subsidiarity in 
policy responses. On some issues, such as speech 
regulation, policy must be nationally implemented. 
In these cases, countries can learn from and iterate 
off each other’s policy experimentation. On other 
issues, such as ad-targeting laws, coordination is 
necessary so that countries can exert collective 
market power; on still other issues, such as 
AI standards, global cooperation is needed to 
ensure uniform application and enforcement.

Third, the issues that fall under the platform 
governance agenda are of varying levels of 
complexity and regulatory risk. Some policies 
have a high degree of consensus and limited 
risk in implementation. The online ad micro-
targeting market could be made radically more 
transparent, and in some cases could be suspended 
entirely. Data privacy regimes could be updated 
to provide far greater rights to individuals and 
greater oversight and regulatory power to punish 
abuses. Tax policy could be modernized to better 
reflect the consumption of digital goods and 
to crack down on tax base erosion and profit 
shifting. Modernized competition policy could 
be used to restrict and roll back acquisitions and 
to separate platform ownership from application 
or product development. Civic media could be 
supported as a public good. And large-scale and 
long-term civic literacy and critical-thinking 
efforts could be funded at scale by national 
governments. That few of these have been 
implemented is a problem of political will, not 
policy or technical complexity. Other issues, 

however, such as content moderation, liability 
and AI governance, are far more complex and are 
going to need substantive policy innovation.

The categorization of these three variables 
(see Table 1), presented below, is not intended 
to be definitive. Many of these issues overlap 
categories and the list of policies is certainly not 
exhaustive. But it may serve as a typology for 
how this broad agenda can be conceptualized.4

Content
The problems that tend to be top of mind for 
people concerned about the negative impact of 
technology on society are content-related. Hate 
speech, harassment and violent extremism have 
become more common online and the platform 
companies have struggled to moderate this content 
by deleting it rapidly or down-ranking its visibility 
in the automated curation of social media feeds 
(Kozlowska 2018; Manjoo 2018). Other forms 
of illegal activity — including state-sponsored 
disinformation campaigns, hacking, commercial 
fraud and other forms of abusive deception — 
also fall into this policy bucket and must be met 
with new security and transparency measures. 
Finally, a high priority is placed on finding ways 
to protect children from abuses online or from 
merely encountering inappropriate content (Taub 
and Fisher 2019b). But the content policy problems 
are not limited to the “supply side.” There are also 
significant “demand side” issues that must be 
addressed, including digital literacy and support 
for public service media content. It is no accident 
that the toxic, polarizing media environment 
online coincides with a sharp decline in the 
viability of commercial newsrooms producing 
public service journalism (Rashidian et al. 2018). 

Content Moderation 

There is a fundamental challenge of scale embedded 
in the platform economy. The need to moderate 
content globally — on hundreds of millions of new 
pieces of content per day, in real time, and subject 
to local laws and regulations — can be considered 
an existential challenge for platform companies. 
If they are saddled with the liability of an 
intermediary (a publishing platform), it is a problem 
that potentially undermines their core business 
model of instant, user-generated communication. 

4 Many of the policies discussed below are also articulated in Greenspon 
and Owen (2018) and Owen (2019).
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But it is not just their problem. Governments 
need to decide whether their speech laws require 
updating for the digital world, as well as whether 
and how they will be enforced. Companies are 
likely to accept solutions that apply (even complex) 
ex post facto burdens of notice and takedown in 
exchange for avoiding intermediary liability. 

Embedded in both the public and private sector 
challenges of moderation are some very difficult 
issues around free speech, censorship, harmful 
versus hate speech, and local and regional 
nuance (see Caplan 2018; Gillespie 2018b; 
Tenove, Tworek and McKelvey 2018). As scholar 
Tarleton Gillespie (2017) has remarked, this 
kind of content moderation “requires making 
some unpleasant judgments, and some hard-to-
defend distinctions. Policing public expression 
and social behavior at this scale requires 
weighing competing, irreconcilable values: 
freedom of speech vs protection from harm, 
avoiding offense vs raising awareness, hiding 
the obscene vs displaying the newsworthy.” 

Ultimately, government has a duty to protect the 
public from illegal content. Adaptive, transparent 
regulations must be applied to remove types of 
content that are already illegal in our democracy 
— such as hate speech and incitement to violence 
(Tenove, Tworek and McKelvey 2018). New systems 

should be developed that leverage corporate 
technologies to find and remove illegal content 
with the supervision of regular judicial review and 
a transparent process, including a fast-track appeals 
process. Because of the risk of infringements on 
legitimate speech (Kaye 2019), this practice must 
be strictly limited. These content moderation 
policies may be applied ex post facto (for example, 
as Germany has done, requiring platforms to take 
down illegal content rapidly upon notice from 
users or government [BBC News 2018b]) or it 
could be constructed as a liability that demands 
“pre-screening” of certain types of content (for 
example, child pornography). The European Union, 
for example, already does this on child safety and 
terrorism issues, which are moderated with hash-
databases at upload. There are, however, sharply 
differing views on how this could be done without 
creating a chilling effect on free expression. These 
difficulties have led to calls for global social media 
standard councils (McKelvey, Tworek and Tenove 
2019; ARTICLE 19 2019), and for Mark Zuckerberg to 
consider a form of moderation “supreme court” that 
would render binding judgments independently 
from Facebook (Klein 2018). There is an urgent 
need for governments (which have democratic 
responsibility to govern speech in their societies) 
to be a part of this conversation (Kaye 2019).

Table 1: Variables Affecting Platform Governance

Theme Policy Scale Regulatory Risk

Content Content moderation Nationally led High

Ad transparency International coordination Low

Bot and agent identification International coordination Moderate

Civic journalism Nationally led Low

Misinformation-focused 
cyber security

International cooperation Moderate

Research International coordination Low

Digital literacy Nationally led Low

Liability International coordination High

Data Algorithmic accountability International cooperation High

Data rights International coordination High

Competition Modernized antitrust International coordination Moderate

Mergers and acquisitions restrictions Nationally led Moderate

Data portability and interoperability International cooperation Moderate

Fair taxation International cooperation Low

Source: Author.



11The Case for Platform Governance 

Ad Transparency

The right of citizens to know who is trying to 
influence their political views and how they are 
doing it must be protected.  The public vulnerability 
to manipulation through political ads both during 
and between elections is very real, in particular for 
negative messages that are targeted to particular 
ethnic, regional and issue-oriented constituencies 
(Andreou et al. 2019; Merrill et al. 2018). The 
low-hanging fruit in this area is building on the 
political ad transparency measures (European 
Commission 2019; Mozilla Foundation 2019).5 All 
online political ads must be made available in a 
searchable database with an open application 
programming interface (API), and all political 
advertisers must be verified as legal. Each ad 
must disclose in real time to the consumer the 
source of the ad, the true source of the funding 
behind it and all of the targeting criteria that 
brought the ad to a specific individual. Labelling 
of political ads — defined broadly to include issue 
ads — should be clear and unmistakable. Some 
platforms, such as Facebook (de Carbonnel and 
Paul 2019; Facebook Business 2019; Allan 2019; 
Constine 2019), have gone a considerable distance 
in meeting some of these criteria, but this should be 
mandated on all digital platforms. Ways in which 
digital ad disclosure can be linked to existing rules 
regarding the disclosure of political spending with 
election authorities should also be explored. 

Bot and Agent Identification

Automated political propaganda, misinformation 
and harmful speech (political spam) is a rapidly 
growing problem. These accounts are used to 
amplify divisive and inflammatory messages, to 
target individuals and to mimic human behaviour. A 
recent Pew Research Center survey found that most 
Americans cannot distinguish bots from humans 
on social media (Stocking and Sumida 2018). As 
some platforms have increased their efforts to 
block bots and fake accounts, bot developers 
are winning the arms race (Mønsted et al. 2017). 
As Robert Gorwa and Douglas Guilbeault (2018) 
argue, there are also incentives that play into this 
problem. Twitter, for example, relies on benign bot 
activity to boost its traffic numbers and is therefore 
hesitant to limit its API. Also complicating the issue 

5 See https://openlyoperated.org/; US, Bill, S 1989, The Honest Ads Act, 
115th Cong, 2017, online: <www.congress.gov/bill/115th-congress/
senate-bill/1989/text>; https://transparencyreport.google.com/political-
ads/home?hl=en.

is that the line between bot and human activity 
can be blurry, such as with humans who automate 
their tweets (Öhman, Gorwa and Floridi 2019). 
There are some potential governance mechanisms 
that could be quickly enacted to get ahead of this 
growing problem. For example, all digital media 
accounts that exhibit behaviours of automation 
or high-frequency spam could be clearly labelled 
as a default setting. Platforms could approve users 
who want to deploy bots and then those accounts 
could be identified as such. Users that engage with 
accounts that are later found to be automated 
should be notified. Citizens should know when they 
are engaging with an agent, bot or other form of AI 
impersonating a human (Etzioni 2017; Gorwa 2017; 
Gorwa and Guilbeault 2018; Lamo and Calo 2019).6

Support for Civic Journalism

After nearly a decade of experimentation and 
collaboration with platforms in search of the holy 
grail of scale and monetization, many publishers 
are in desperate need of alternative models. This 
includes both legacy publishers and digital start-
ups. While some markets (such as the United States 
[Rashidian et al. 2018]) have seen news production 
supported and most often underwritten through 
venture capital, this same phenomenon has not 
occurred in many other countries (including Canada 
[Public Policy Forum 2017]). It is clear that there is 
a market failure that has resulted in a substantial 
decline in civic and accountability journalism. The 
rise of disinformation as a disruptive phenomenon 
coincides with the decline in commercial viability 
for public service journalism in the internet 
age (Rashidian et al. 2018). The accumulation 
of market power over content aggregation and 
digital advertising in search and social media 
has undermined the century-old business model 
of newsroom journalism (Rashidian et al. 2018; 
McChesney and Pickard 2011). What the market 
fails to provide, society must build for itself with 
public policies. This might include support for the 
modernization of public media channels, wage 
tax credits for professional journalists who are 
technology- and viewpoint-neutral, investments 
in student journalism to build a career pipeline 
or a program of citizen vouchers with which 
subscriptions can be purchased to put the 

6 See https://botometer.iuni.iu.edu/#!/; US, SB 1001, Bots: Disclosure, 
2017-2018, Reg Sess, Cal, 2018, online: <https://leginfo.legislature.
ca.gov/faces/billTextClient.xhtml?bill_id=201720180SB1001>; US, Bill, 
S 3127, Bot Disclosure and Accountability Act of 2018, 115th Cong, 2018, 
online: <www.congress.gov/bill/115th-congress/senate-bill/3127/text>. 
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power to restore journalism in the hands of the 
people. Now is the time to stand up for public 
service journalism. However, this support should 
prioritize new entrants in the market and, more 
importantly, government should first reform the 
one media entity they already have significant 
say over — the public broadcasters (Boczkowski 
and Anderson 2017; Coyne 2019; Pickard 2015; 
Skok 2015). Governments could consider an open-
source approach, moving public broadcasting 
organizations from self-contained, journalism 
competitors, to open-sourced, universal public 
providers and amplifiers of quality journalism. 

Misinformation-focused Cyber Security

There is a need for national security agencies 
to approach foreign threats to the integrity of 
elections as a threat to national security. There is 
clear evidence that multiple foreign governments 
are actively seeking to disrupt democratic 
elections, and there is no reason to believe this 
trend will abate (Fly and Rosenberger 2019; 
Silva 2019). The collaboration between security 
services and platform companies in this area 
since the flashpoint of the 2016 US presidential 
election has improved significantly, in particular 
via the Group of Seven (G7). But there is more 
that can and should be done to strengthen 
detection and response capability to ensure we 
are protected against not only past attack vectors 
but also potential future ones. This includes new 
measures to assess and standardize cyber security 
measures for political parties, campaigns and 
the election administration. The participation 
of the private sector in this work should be 
obligatory. Strong international coordination is 
critical on this effort and has been instigated by 
initial G7 disinformation-monitoring initiatives. 

Research 

Significant new resources must be directed to 
the research community in order to rapidly 
expand the ability of independent scholars to 
study digital media markets and the operation 
of the surveillance-based data economy. This 
work could be instrumental in tracking and 
exposing organized disinformation operations, 
in particular those that are not illegal but merely 
deceptive (and therefore not the focus of security 
services). More fundamentally, this research is 
badly needed in order to assess the potential and 
actual impact of policy changes (both corporate 

and governmental) (Connelly et al. 2016; King and 
Persily 2019a; Merkel 2019). Beyond funding these 
efforts, government should explore mechanisms 
to incentivize or compel access to data from 
platform companies with substantial influence 
over the public (King and Persily 2019b). 

Digital Literacy

It is increasingly clear, as a generation grows up 
immersed in digital platforms, that a large-scale 
and long-term civic literacy and critical thinking 
effort is needed. Current digital literacy campaigns 
(Sullivan and Bajarin 2018), despite involving highly 
credible organizations and making inroads into 
schools and the public discourse, are too often 
piecemeal, regionally limited and overly narrow 
in scope. What’s more, the rise of digital media 
giants has weakened traditional markers of source 
credibility by compressing every news headline 
into a single stream and eroding a shared public 
narrative of facts in pursuit of greater ad sales 
(Silverman 2018). There is a need to assess the 
efficacy of such efforts to date and to scale proven 
models, aiming them not just at students but at a 
wide range of citizens. This should include training 
in digital privacy tools; education in how content 
is distributed and information is targeted online; 
and awareness of online bullying, hate and biases. 
Work should begin with civil society groups to 
generate broad public awareness about the problem 
of disinformation. Programs should be funded 
to deliver digital literacy in schools and to make 
available resources that are designed for engaging 
other vulnerable demographics (for example, 
seniors). As a society, we need to establish digital 
media literacy skills in our educational curricula. 

Liability

The concept of safe harbour has been foundational 
to the development of the internet (US Copyright 
Office 1998; Electronic Frontier Foundation, n.d.). 
While the concept has different meaning in 
different jurisdictions, the core principle is that 
platform companies are intermediaries for the 
transmission of information and, therefore, 
should not be held accountable for legal breaches 
committed using their services (ibid.). This is 
a deviation from historical notions of liability, 
whereby one was either a publisher (such as a 
newspaper), in which case the institution that 
disseminated the content was liable for it (Brown 
1994; Rock and Hoag 2011, 165), or one was a utility 
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(such as a telecom) or a common carrier (such 
as a cable station), in which case one accepted 
a high degree of regulation around equal access 
and pricing (Rock and Hoag 2011, 165). Platforms 
have argued that they are neither publishers 
nor utilities (Levin 2018); however, perhaps 
more accurately, they have attributes of both. 

If this is the case, the question that follows is how 
should they be treated under our legal regimes 
and broadcast regulations? Should governments 
impose legal and regulatory constraints on speech 
itself? Initiatives vary by jurisdiction, but German 
anti-hate speech laws (BBC News 2018b), the 
European Union reopening the debate on the 
2000 e-Commerce Directive and the potential, 
although highly unlikely, repeal of section 230 of 
the Communications Decency Act in the United 
States (Silverman 2019) seek to limit what can be 
said on platforms. Who is ultimately responsible 
for this speech — the individual who speaks 
or the company that distributes and monetizes 
what is said? Or should platforms be regulated 
based on the kind of service they are providing? 
For example, when selling political ads, should 
digital media companies be treated as broadcasters 
and be required to standardize ad charges for 
political actors, to prohibit playing favourites? 
Or when a platform is commissioning original 
media content, should it be subject to Canadian 
content laws? When platforms are serving as a 
space for the expression of personal opinions, 
should liability transfer to individual users? The 
reality, of course, is that platforms have become 
central and indispensable aspects of our public 
sphere, and they serve multiple functions 
that were once treated with distinct laws and 
regulatory regimes. This reality may demand a more 
nuanced approach to how they are governed.

Data
Although the content-focused policies have 
taken centre stage in the public debate, arguably 
the data policies will be more important in the 
medium term, because they have the power to 
change how the market is structured and the 
ways technology products are built. Following 
this logic, restrictions on data collection and use 
in these schemes could reduce these effects in 
a content-neutral manner — steering business 
models in directions that are healthier for the 
public welfare. Some of this policy agenda can be 
implemented under existing data protection laws. 
Other elements will require new regulations. 

Algorithmic Accountability 

As AI evolves to play an ever-larger role in shaping 
our information markets, our society and our 
economy (Shead 2018; Owen 2018), there is an 
urgent need to bring these nodes of decision-
making power into the norms of accountability 
and transparency that we demand in democracies. 
Although the concept of auditing is not new, the 
application in this industry is. Algorithms are the 
core intellectual property of many companies in the 
information economy. And there are real issues of 
knowability in machine-learning systems — how 
can human auditors know how and why an AI 
is making a decision (Ananny 2016; Ananny and 
Crawford 2018; Angwin, Parris and Mattu 2016; 
Caplan et al. 2018; Diakopoulos 2016; Noble 2018; 
Tufekci 2015a, 203)? The answer, however, cannot 
be self-governance. These technologies need 
to be subject to government oversight, which 
could include reviews of training data, design 
bias and discriminatory outcomes. This could 
require algorithmic auditing, public reporting, 
registries of public automated accounts, or new 
ethical and legal norms for the deployment of 
AI. It is unlikely that researchers will be able 
to access all of the data needed to evaluate the 
social impact of automated systems that control 
modern information systems. New forms of public 
oversight need to be developed that apply regular 
auditing to these technologies. These audits 
should mirror health and safety inspections of 
traditional industries such as pharmaceuticals. 

Data Rights

Existing privacy regimes are limited in scope, 
weak in their capacity to act and uncoordinated 
globally. This is a fundamental problem in a world 
where data has become an immensely valuable 
commodity, flows freely across borders and is 
required at critical mass for both AI and micro-
targeted advertising technologies (Silverman 2018; 
Owen 2018). A more productive approach might 
be to shift the debate about privacy to one about 
rights (Tisné 2018). Should citizens have greater 
rights over the personal property of data that 
they produce? Rules that give individuals control 
over how data about them is collected, used and 
monetized should be established (where needed) 
and enforced (where already applicable). The rules 
must be flexible to adapt to technology change 
and directly address the connection between 
data profiling, content targeting and polarizing 
media audiences. These targeted data policies that 
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address disinformation fit within a broader agenda 
of data rights that is foundational for the modern 
economy. Measures could include: examining a 
model of meaningful consent to the collection 
and use of individual data (Tisné 2018);7 greater 
rights given to individuals over the use, mobility 
and monetization of their data;8 restrictions on 
profiling using sensitive data; new provisions 
for data security and sovereignty (Tufekci 2019);9 
and increased oversight and regulatory power to 
punish privacy breaches (Balkin 2015).10 Additional 
restrictions in data collection, data use and certain 
forms of targeted communications should be 
applied for vulnerable user groups, in particular 
children under the age of 18 (Ad Hoc Committee 
for the Rights of the Child 2017; Richardson 2015; 
Savirimuthu 2016; United Nations Children’s Fund 
2017; United Kingdom Parliament 2017).11 Data rights 
empower citizens to think critically about their data 
as a valuable asset in the post-industrial economy, 
but also could lead to a new generation of data 
innovation in the economy, as a new ecosystem 
emerges in competition to surveillance capitalism: 
an economy that values our data differently.

Competition
Government is entrusted to protect the public 
against the exploitation of concentrated market 
power. In information markets that sustain our 
democracy, consumers should have meaningful 
choices to find, send and receive information 
over digital media platforms. The vast scale of the 
digital platform economy is unprecedented. Not 
only does this afford near-unassailable competitive 
advantages, it also invites abuses of monopoly 

7 EC, Regulation (EU) 2016/679 of the European Parliament and of the 
Council of 27 April 2016 on the protection of natural persons with 
regard to the processing of personal data and on the free movement of 
such data, and repealing Directive 95/46/EC (General Data Protection 
Regulation) [2016] OJ L 119 [GDPR], online: <http://data.europa.eu/eli/
reg/2016/679/oj>; US, Bill S 3744, The Data Care Act of 2018, 115th 
Cong, 2018 [Data Care Act], online: <www.schatz.senate.gov/imo/
media/doc/Data%20Care%20Act%20of%202018.pdf>.

8 GDPR, supra note 7; Data Protection Act 2018 (UK), c 12 [Data 
Protection Act], online: <www.legislation.gov.uk/ukpga/2018/12/pdfs/
ukpga_20180012_en.pdf>; US, AB 375, The California Consumer Privacy 
Act of 2018, 2017-2018, Reg Sess, Cal, 2018, online: <https://leginfo.
legislature.ca.gov/faces/billTextClient.xhtml?bill_id=201720180AB375>.

9 GDPR, supra note 7; Data Protection Act, supra note 8.

10 GDPR, supra note 7; US, Bill S 2188, Consumer Data Protection Act, 
115th Cong, 2018 (discussion draft), online: <www.wyden.senate.gov/
imo/media/doc/Wyden%20Privacy%20Bill%20Discussion%20Draft%20
Nov%201.pdf>; Data Care Act, supra note 7.

11 Data Protection Act, supra note 8.

power in ways that raise barriers to market entry 
(Warren 2019; Ingram 2017). Moreover, the ubiquity 
of the platform companies in the consumer 
marketplace creates special vulnerabilities because 
of the amount of control they wield over data, 
advertising and the curation of information. Several 
governments — including the European Union and 
the United Kingdom — have begun to explore new 
ways to curb the power of digital giants (United 
Kingdom Parliament 2019; Digital Competition 
Expert Panel 2019; Vestager 2019). The history of 
regulation and oversight in the communications 
sector provides a number of lessons to draw on for 
the platform sector (Feld 2019; Just 2018; Wu 2018), 
including: creating an agency or expanding the 
scope of an existing one to oversee digital platforms 
(Feld 2019; United Kingdom Parliament 2019), 
enforcing interoperability between platforms to 
create an ecosystem where start-ups can compete 
with large incumbents (Digital Competition 
Expert Panel 2019; Slaiman 2019; Vestager 2019), 
implementing strong non-discrimination policies 
that prevent larger companies from preferencing 
their own products and limiting the size of vertical 
integration (Yglesias 2019; Feld 2019). Focused 
efforts to promote and grow competition in the 
digital platform sector creates an environment 
where disruptive innovation can occur, which, in 
turn, provides greater opportunities to improve 
consumer welfare, rather than an environment 
in which dominant platforms creating products 
that are conducive to maintaining the current 
market structure (Digital Competition Expert 
Panel 2019; Slaiman 2019; Wu 2018). While the 
breaking up of large platforms has received 
considerable attention as of late (Warren 2019), 
experts caution that such measures are difficult 
in practice and would likely require many more 
regulations put in place to address economic 
factors that drove the market to its current state 
(Yglesias 2019; Feld 2019). Instead, it is imperative 
that governments step in to create and enforce 
robust measures that will serve to better protect 
consumers and promote healthy competition. This 
will require difficult decisions and considerations 
around the following regulatory areas.
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Modernized Antitrust

Before governments initiate a decade-long 
trust-busting crusade, they should begin with a 
competition policy agenda that delivers immediate, 
tangible results. This might include consideration 
of the structural separation of behaviour-tracking 
and ad-targeting businesses; forcing companies to 
choose whether they want to own a platform or 
operate services on the platform; and providing 
more comprehensive consumer protection. 
Broader antitrust questions, if they are to be 
addressed, most likely require a collaborative 
international effort. New forms of antitrust 
oversight are needed for the digital economy that 
look not just at price increases to judge market 
power but also at control over data, constraints 
on innovation and reduction in consumer welfare 
(Organisation for Economic Co-operation and 
Development [OECD] 2018; Feld 2019; Wu 2018). 

Mergers and Acquisitions Restrictions

The rapid concentration of power in the digital 
market is driven by mergers between large 
companies and acquisitions of upstart competitors. 
In some market segments, the only viable path 
for a new business is to seek a sale to one of the 
giants. Oversight of commercial mergers should 
consider not only horizontal market power but 
also the acquisition of data and patents that 
enable competitive advantage (Yglesias 2019; 
United Kingdom Parliament 2019; Slaiman 2019). 

Data Portability and Interoperability

In a market that offers limited consumer choice 
and high barriers to competitive entry, policies 
that enable portability and interoperability of data 
across services are needed. Having these policies 
would empower citizens to think critically about 
their data as a valuable asset in the post-industrial 
economy (Just 2018; Warner 2018). It could also 
lead to a new generation of data innovation 
in the economy, as a new ecosystem emerges 
in competition to surveillance capitalism that 
values our data differently (Digital Competition 
Expert Panel 2019; Slaiman 2019; Vestager 2019). 

Fair Taxation

There is a need to modernize tax policy for the 
digital economy. New Zealand (New Zealand 2015), 

Australia,12 Norway,13 South Korea (Ji-young 2018), 
Japan,14 Switzerland,15 South Africa,16 Israel and the 
European Union (European Commission 2013) have 
all shifted taxation on digital goods from the locale 
of the company to the location of the customer. On 
the question of corporate tax, the OECD has been 
working with member-states to crack down on tax 
base erosion and the profit shifting that is common 
among global platform companies (Reuters 2019a). 
Some jurisdictions are not waiting for the 2020 
target date for recommendations (Reuters 2019b). 

Conclusion
Platforms are global organizations, which, in the 
absence of enforced national rules, will default to 
their own terms of service and business practices. 
This is entirely understandable. At the same time, 
because of the scale of the operation of these 
companies and the power they have accrued as 
a result, as well as the complexity of the new 
governance challenges they present, it is very 
difficult for any individual country to go it alone on 
regulation. We are seeing the emergence of three 
dominant regulatory regimes: the EU model of 
state-regulated speech, modernized competition 
policy and increased privacy protections;17 the US 
firm-based laissez-faire approach (Holt 2019); and 
the Chinese authoritarian model of surveillance 
and control (Mozur, Kessel and Chan 2019). At the 
same time, private sector companies and civil 
society are experimenting with solutions to these 
problems, in many cases independently from one 
another. In the United States and the European 
Union, both private companies and civil society 
have very different interests. As Gorwa (2019b) has 
argued concisely, what we have now amounts to an 

12 See www.ato.gov.au/General/New-legislation/In-detail/Indirect-taxes/
GST/GST---applying-to-digital-products-and-services-imported-by-
consumers/.

13 See www.skatteetaten.no/en/business-and-organisation/utenlandsk/
utenlandsk-aksjeselskap/merverdiavgift/voes/.

14 See www.mof.go.jp/english/tax_policy/tax_reform/fy2015/tax2015ct.
htm.

15 See www.estv.admin.ch/estv/en/home.html?_organization=605&_
topic=44&_startDate=01.01.2015.

16 See https://taxinsights.ey.com/archive/archive-articles/e-services-in-south-
africa.aspx.

17 See https://eugdpr.org/.
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informal governance regime composed of voluntary 
standards, and organizations such as the Global 
Network Initiative, the EU internet forum that 
brings together firms, civil society and government. 

There is a dire need for global coordination, 
not just on the application of existing laws, but 
on the formulation of a new global regulatory 
regime for the digital economy. Similar to the 
post-war global economy, we are in need of a 
new set of global rules. Instead of needing rules 
for financial markets, monetary policy, capital 
flow, development and conflict prevention, 
we now require rules for data and intellectual 
property — the intangible assets on which most 
of the developed economy, and increasingly 
the health of our societies, now depend. 

As this model evolves, there will be a need for 
other countries to collaborate on implementation, 
coordinate responses and iterate policy ideas. This 
will invariably occur through state organizations 
such as the G7, the Group of Twenty, the OECD 
and the United Nations. But the situation 
will also demand new institutions that bring 
together the state and non-state actors needed 
to solve these challenging policy problems. One 
promising place for this policy coordination is the 
International Grand Committee on Disinformation 
and “Fake News,” which has evolved to use 
platform governance as its overarching frame.

There are a host of challenges to this idea that 
require thought and debate. Countries have very 
different notions of free speech. There is little 
consensus on what meaningful mobility and 
consent look like. There will be fundamental 
challenges of enforcement. Calls for data 
sovereignty will conflict with the way data flows 
and is stored in the current digital economy. There 
are tensions between foreign direct investment-
based industrial policy and the scaling of national 
industries, in particular in biotechnology and 
AI. We have yet to develop the capacity for 
governments or individual markets to replicate 
the efficiencies possible in the implementation 
of tech-driven infrastructure projects, such as 
smart cities. How do we balance the value of 
encrypted communication versus the potential 
for accountability and transparency in open 
platforms? How are we going to govern the 
emerging space of human-digital augmentation and 
wrestle with new concepts of human autonomy? 
And how do we overcome the real incumbent 
advantage in the big data and AI spaces? 

Debate around these challenges is essential, 
but is not a reason to revert to nationally 
segregated conversations. This is a global 
collective action problem that demands global 
coordination. A healthy place to start would 
be the development of a global digital bill of 
rights, organized by a large group of democratic 
states. This should be led by democracies so 
that the difficult first principles of how we will 
govern the digital economy are, in some way, 
accountable to the citizens they will affect.

The goal is not to reverse the current of 
technological development. The goal is to manage 
it in ways that reduce the threats to public safety 
and democratic integrity. Digital media channels 
are not the cause of hatred, polarization and 
exploitation in our communities. But their design 
and incentive structures are accelerants, amplifiers 
and vectors for these forces that spill over from 
the online to the offline world. And the reach of 
these technologies across all sectors of modern 
life is directly proportional to the difficulty of 
reshaping their influence on social relations, 
public safety and democratic institutions.

Over the past 20 years, we have embarked on 
a remarkable social experiment of widespread 
adoption of digital technology into virtually all 
aspects of our lives. It has been tremendously 
empowering and has led to some real social 
progress. But we are now also seeing the costs — 
as individuals, as societies and as democracies. As 
the technology evolution barrels forward, and as 
we enter a world of human-digital augmentation, 
biotechnology, AI and the Internet of Things, 
we need to make sure we have a governance 
system that is capable of both minimizing the 
inevitable social costs and holding these new 
institutions of power democratically accountable.
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