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Preface

Internet governance is one of the most pressing global public policy issues of our time. Some estimates put the economic contribution of the Internet as high as $4.2 trillion in 2016. The Internet of Things (IoT) could result in upwards of $11.1 trillion in economic growth and efficiency gains by 2025. And, the Internet is more than simply a system of wealth generation; it also acts as a platform for innovation, free expression, culture and access to ideas. Yet across multiple levels, the Internet’s basic functionality and the rights of users are under strain.

The Global Commission on Internet Governance (GCIG) was launched in January 2014 by the Centre for International Governance Innovation (CIGI) and Chatham House in response to trends toward fragmentation of the Internet, with the aim of offering guidance on how to address new challenges as they emerge. The Commission focused its recommendations on a call for a new global social compact to promote a single, open and secure Internet for all. Carl Bildt, former prime minister and former foreign minister of Sweden, chaired the Commission, comprised of 29 notable persons representing a range of Internet governance stakeholders as well as geographic regions. The Commission also benefited from the valuable contributions and participation of Kathy Brown, Anne Carblanc, Eileen Donahoe and Andrew Wyckoff.

A global Research Advisory Network (RAN) supported the Commission, producing more than 50 research papers on topics including Internet fragmentation, human rights, interconnection and

* All figures are in US dollars unless otherwise noted.
access issues, cyber-security cooperation, trade and development, and other Internet governance research areas. This scholarship informed the deliberations of the Commission and the recommendations put forward in this report. The Commission’s diverse expertise, coupled with the RAN’s theoretically and empirically grounded research, has given the Commission a unique opportunity to meaningfully inform and advance Internet governance debates.

The work of the Commission and the drafting of the report was supported by a secretariat whose members included Deputy Chair Gordon Smith, Commission Co-directors Fen Osler Hampson and Patricia Lewis, Senior Special Adviser Bill Graham, Director of Research Laura DeNardis, CIGI Research Fellows Samantha Bradshaw and Eric Jardine, Commission Co-managers Brenda Woods and Hannah Bryce, and Carol Bonnett, CIGI’s publisher. We also thank Oonagh Fitzgerald, director of CIGI’s International Law Research Program and Aaron Shull, CIGI’s chief of staff and general counsel, for their guidance on legal matters.

The Commission’s work also greatly benefited from two extensive public-opinion surveys conducted by CIGI and the global polling firm Ipsos on different aspects of Internet trust and security. The surveys provided the Commission with public input from more than 23,000 users in 24 different countries and territories, on a range of issues from Internet governance, Internet access, human rights and cyber security. The work of the Commission was also greatly enhanced by the many contributions of the Organisation for Economic Co-operation and Development (OECD) and McKinsey & Company on the economic analysis in the report.
The Future of the Internet Hangs in the Balance

The world is embracing a truly digital future. Upwards of one billion new users and 20 billion devices are forecast to be online within five years. However, for this future to deliver its promise of greater digital freedom, security, trustworthiness and accessibility for all, governance of the Internet across all its dimensions must be an obvious priority around the world.

In only a few decades, the Internet has grown to be a truly transformative phenomenon, with the capacity to touch nearly every aspect of life. The Internet now connects almost half of the world’s population and connectivity rates continue to expand apace, empowering users for both good and ill.

The Internet is unquestionably the most powerful information system the world has yet seen, but the digital world is only just past its infancy. As the digital world evolves, the Internet is poised to be the superstructure underlying all other infrastructures.

The Internet has become such a part of our lives that we take it, and our access to it, for granted. Maintaining and preserving its open and accessible qualities — the very qualities that encourage creativity and connectivity — present a challenge. It is vital that the rules and safeguards of Internet governance keep up with the pace of digital innovation, particularly in the sphere of the IoT. At the same time, the process of governance must not inadvertently slow down the spread of the Internet’s benefits, reduce creativity or inhibit its global reach.

The structure of the Internet inevitably transcends sovereign borders, thereby engaging a wide range
of actors in its development and management. The Internet challenges traditional hierarchies and cultural boundaries. Its governance must therefore be based on both formal mechanisms and evolving norms to capitalize on its tremendous power to provide economic opportunity and security, while also providing resilience and privacy for all Internet users.

To realize its full potential, the Internet of the future will need to be open, secure, trustworthy and accessible to all. Safeguarding these attributes requires international cooperation that engages governments, businesses, the technical community and civil society in a shared vision to protect the rights of users, establish norms for responsible public and private use, and ensure the kind of flexibility that will encourage innovation and growth.

Grounded in an extensive program of research, individual consultations, public opinion surveys and enriched by our Commissioners’ wide experience, diverse geographical backgrounds, and gender and stakeholder representation, this report lays out a comprehensive approach for realizing a future with digital freedom, security, trustworthiness and accessibility for all. It outlines the rights and responsibilities of all actors, each playing a critical role in shaping the future of the Internet.

Three Possible Futures of the Internet

The Internet as we know it in 2016 will not be the Internet of the future. The following scenarios explore a range of possibilities from a possible worst case to an ideal case. These are not the only possible scenarios, of course, and they have been put in stark relief for emphasis. They convey the possible courses of development the Internet-enabled world now faces. Citizens can shape the evolution of the digital world, but that process begins with actively choosing what sort of future we want for the Internet and, ultimately, how everyone will be impacted by the Internet. The time for that decision is now, and everyone needs to be involved in making the decision.

A Dangerous and Broken Cyberspace

The worst-case scenario is one in which the Internet breaks on our watch. In this scenario, the costs imposed through the malicious actions of criminals and inadvertent effects of government regulation of the Internet are so high that individuals and companies curtail their usage. Governments impose sovereign-driven restrictions that further fragment the Internet and violate basic human rights. The proliferation of the IoT into all aspects of daily life is accompanied by unprecedented private data collection and government surveillance, which destroy users’ privacy and present terrifying new opportunities for widespread criminal breaches in cyber security and even the possibility of cyberwarfare, including attacks on civilian infrastructure such as the power grid or water systems.

The cost of cybercrime in 2016 may be as high as $445 billion. That figure could grow as high as two trillion dollars a year in 2019 and continue to increase to as much as three trillion dollars annually by 2020. In this worst-case scenario, newly connected users become easy targets for commercial exploitation, fraud and cybercrime. Increasingly, proprietary data and personal information are illegally copied and reused; online and other critical services are disrupted electronically; systems are erased or destroyed; and sophisticated malicious actors — including state agencies — often remain undetected despite being very active. Invasive privacy violations and online abuse, whether as a result of massive corporate data collection or unrestrained government or private surveillance, discourage Internet use. The public becomes increasingly concerned about the secretive
ways that algorithms are used to collect data on their preferences, and by whom. In such a world, people simply stop using the network and its potential is lost.

Uneven and Unequal Gains
The second scenario is one of stunted growth, where some users capture a disproportionate share of “digital dividends” while others are permanently locked out. Governments do not preserve the Internet’s openness, enable competition and encourage the private sector to expand high-speed access, leaving more than three billion people off-line. A world of digital haves and have-nots results, increasing inequality and unrest across the board. The economic value of the Internet is compromised by governments failing to respond appropriately to the challenges of the digital era, choosing instead to assert sovereign control through trade barriers, data localization and censorship and by adopting other techniques that fragment the network in ways that limit the free flow of goods, services, capital and data. The costs of this more optimistic scenario could be immense.

The splintering of the network could lead to reductions in national GDP of greater than one percent per year, a reduction in domestic investment of more than four percent, an almost two percent reduction in exports and aggregate welfare losses ranging into the hundreds of billions of dollars. A fragmented Internet would also impinge upon people’s right to free expression, privacy and access to knowledge. Walled gardens and overly restrictive intellectual property regimes limit knowledge sharing, stifling innovation. Industry’s adoption of proprietary, anti-competitive business practices that do not respect individuals’ choices over how their data is used exacerbate these concerns. While the world will muddle along in this scenario, a great deal will be lost and many will be unjustly left behind.

Broad, Unprecedented Progress
In the third scenario, the Internet is energetic, vigorous and healthy. A healthy Internet produces unprecedented opportunities for social justice, human rights, access to information and knowledge, growth, development and innovation. The Internet revolution of the past two decades has already changed the nature of communication and commerce for more than three billion global users, and its economic impacts and productivity benefits continue to spread far beyond the estimated $6.3 trillion — or eight percent of global GDP — that the Internet contributed in 2014. The expansion of both fixed and mobile broadband penetration brings billions of new users online, narrowing digital, physical, economic and educational divides. The IoT, now pervasive, leads to the secure interconnection of devices, plausibly resulting in GDP growth of up to $11.1 trillion by 2025.

The creation of interconnected smart cities improves the quality of life for much of the world’s population, while helping to reduce carbon emissions. Global societies and economies begin to realize the opportunities for transformation made possible by the adoption of new Internet-enabled technologies such as driverless cars, distributed digital ledgers and three-dimensional (3D) printing. Internet-supported distributed energy production and consumption networks deliver greater energy efficiency and support widespread conversion to renewable energy. The use of distributed ledger and blockchain technologies provides globally circulated, trusted records and transfers of value to deliver a wide range of services. Economies with aging populations find new sources of productivity, as the elderly live better lives and enjoy greater health. Government and industry act collaboratively across borders to manage the risks of online activity. This is the scenario to which most of the world aspires, but technology alone will not be able to achieve it. Realizing this future requires concrete actions to ensure that the Internet will be open, secure, trustworthy and inclusive of everyone.

The Future of the Internet Depends upon a New Social Compact
The Commission envisions a world in which the Internet reaches its full economic and social potential, where fundamental human rights such as privacy and freedom of expression are protected online. This optimistic future can only be achieved if there
is universal agreement to collectively develop a new social compact ensuring that the Internet continues on track to become more accessible, inclusive, secure and trustworthy.

An Open Internet

The network needs to remain open, allowing data to flow freely based upon the architectural principle of efficiency and non-discrimination, as well as the normative principle of freedom of expression. Protocols and platforms should be open to all, allowing for spontaneous innovation based on the infrastructure of the network. These vital components of the Internet should be protected, and not manipulated to achieve some local or short-term regulatory purpose.

Free expression is a fundamental human right and the foundation for innovation (both economic and political) to take place. Governments must resist initiatives that are harmful to the basic rights of people and detract from the innovative potential of the Internet.

For unhindered innovation to take place, it is vital that the Internet’s logical layer remains interoperable based on standards that are openly developed and available.

An open Internet is increasingly central to the global economy and the unrestricted flow of goods, services, capital, data and skills. Government or commercial efforts to take advantage of the Internet for short-term political or economic gains must be recognized as counterproductive over the long term, and therefore avoided.

The only certainty in a digital world is constant change. Adaptability and resilience are key. Civil society, the technical community, the private sector and governments have shown themselves to be adaptable and capable of dealing with unanticipated opportunities and challenges. When the voices of all stakeholders are heard in the policy process, more sustainable outcomes are achieved. All stakeholders need to respect and participate in this system of governance in support of the open, universal and resilient Internet.

A Secure Internet

Security cannot be treated as an afterthought, trailing technological innovation, nor is it an issue for governments alone. Personal freedom, economic growth and innovation, particularly in the IoT, will be degraded if the digital space is not sufficiently secure and all actors do not practise better digital “hygiene.”

The world could be left with an “Internet of Threats” rather than an “Internet of Trust” if systems are not designed and deployed with security and resilience at their core.
Governments should not create or require third parties to build back doors or compromise encryption standards, as these efforts would weaken the Internet and fundamentally undermine trust. Efforts by the technical community to incorporate privacy-and-security-enhancing solutions into all standards and protocols of the Internet should be encouraged.

The Commission urges member states of the United Nations to agree not to use cyber technology to attack the core infrastructure of the Internet. Governments seeking a peaceful and sustainable Internet should adopt and respect norms that help to reduce the incentive for states to use cyber weapons. Governments should agree on infrastructure assets and services that must not be targeted by cyber attacks.

Businesses or other organizations that transmit and store personal data using the Internet must assume greater responsibility to safeguard that data from illegal intrusion, damage or destruction. Institutions should demonstrate accountability and provide compensation in the case of a security breach.

Manufacturers and vendors of information and communication technologies (ICT) should follow the principle of privacy and security by design, when developing new products, paying particular attention to embedding security in the burgeoning IoT. They must be prepared to accept legal liability for the quality of the technology they produce. Buyers of ICT products should also collectively demand that manufacturers respond effectively to concerns about privacy and security. Governments can play a positive role by incorporating minimum security standards in their procurement processes.

Businesses should purchase cyber insurance to cover the liability costs of breaches of their systems. Cyber liability insurance vendors can be persuasive in promoting best practices in the corporate sector. Cyber premiums should be higher if best practices are not followed. Insurers need to have better data to appropriately identify and price cyber risk and to develop appropriate products. Government regulations should require routine, transparent reporting of technological problems to provide the data required for a transparent market-based cyber-insurance industry.

A Trustworthy Internet

For the Internet to reach its full potential, governments, companies and other users need to act in ways that preserve the trustworthiness of the network. In the absence of trust, users will modify their behaviour by curtailing their online activities or by turning to closed proprietary solutions that, in turn, alter the fundamental end-to-end principle of online engagement that has made the Internet a robust platform for growth, development and innovation. These challenges, already large, will be exacerbated by the growth of the IoT.

There is a need to reverse the erosion of trust in the Internet brought about by indiscriminate and non-transparent private practices such as the collection, integration and analysis of vast amounts of private information about individuals, companies and organizations. Private surveillance based on “big data” is often conducted under the guise of a free service. Individual users of paid or so-called free services provided on the Internet should understand, and have some choice over, the full extent of the ways in which their data will be used and exploited for commercial purposes. Users should not be excluded from the use of software or services that allow them to participate in the information age, and they should be offered the option of purchasing a service without having to agree to give the provider access to their personal information. International rules are also required to ensure that the holders of large repositories of data are transparent about how they collect, use and share user-generated data.

Interception of communications, collection, analysis and use of data over the Internet by law enforcement and government intelligence agencies should be for purposes that are openly specified in advance, authorized by law (including international human rights law) and consistent with the principles of necessity and proportionality. Purposes such as gaining political advantage or exercising repression are not legitimate.

The emergence of technologies such as distributed ledger technologies enable people who have no direct knowledge or assurance in each other to collaborate
without having to go through a traditional central authority. This technology enables established businesses and entrepreneurs to devise new platforms for the secure and transparent exchange of value — indeed, anything that can be reflected in an agreement. But the introduction of such technologies will have profound impacts on traditional governmental and private institutions that supply dispute and arbitration services to communities. Understanding and preparing for these impacts is essential, especially in those developing economies where such institutions are already weak.

### An Inclusive Internet

The Internet has connected more than three billion people in just a few decades, however, over half of the world’s population remains off-line. If the rest of humanity is not given the opportunity to come online, digital and physical divides both within and between societies will widen, locking some into a permanent cycle of exclusion from an increasingly digital global economy.

Countries cannot hope to compete in the global marketplace of ideas if their business communities and broader populations are not online. To guarantee access, governments need to encourage the continuing improvement of Internet infrastructure, ranging from Internet exchange points (IXPs) to terrestrial and space-based systems, undersea cables and emerging access technologies. Most importantly, governments should use competition as a tool to expand Internet access facilities to the maximum extent possible, while investing to ensure availability when market forces prove insufficient. In addition, public investment at locations such as schools and libraries can also be leveraged to provide wider access to communities that would otherwise have limited opportunities due to factors such as income or geography. In many places, skills and education are critical barriers preventing people from using the Internet to its full potential. Governments have an opportunity to incorporate digital literacy into schools so that everyone can learn to fully engage in the digital world. Additionally, actions can be taken to increase demand through encouraging the development of locally relevant content and services, as well as the necessary skills to use ICTs and the Internet.

The expanded use of the Internet is having a significant effect on the nature of work and the structure of industries. The disruption to traditional jobs and skill requirements can create economic hardship and civil discontent. Rather than attempting to preserve old jobs by stifling innovation, governments should help workers adapt to the new economic reality via skills training and educational programs.

For people with disabilities, accessing the benefits of the Internet often requires more than simply an interconnected device. Governments have an obligation to create incentives for the development and adoption of Web standards that ensure that everyone, regardless of their physical capacities, can use the Internet.

### What Happens Next?

The Internet has indeed reached a crossroads. Choices need to be made — and making no choice is itself a choice. It is all about who should have what power to control the future of the Internet. The Internet has fundamentally altered the world, and as the next billion and the next after that join the global conversation the Internet has enabled, it will continue to transform the world. The changes we will see can be fundamentally beneficial, or destructive, perhaps even rolling back the gains that have been made. It is up to us as individuals, as members of civil societies, in our roles in business, in governments and in our
communities, to determine which direction the transformation will take. In writing this report, the GCIG is, we believe, providing practical advice on the steps everyone needs to take to achieve a positive, creative outcome.

Our advice is based on the belief that only a normative approach can address the myriad challenges facing Internet governance. We call on governments, private corporations, civil society, the technical community and individuals together to create a new social compact for the digital age. This social compact will require a very high level of agreement among governments, private corporations, civil society, the technical community and individuals. Governments can provide leadership, but cannot alone define the content of the social compact. Achieving agreement and acceptance will require the engagement of all stakeholders in the Internet ecosystem.

Success in this endeavour requires collaboration to refresh and extend the model of a multi-stakeholder process that has thus far empowered the growth of the Internet, and to conceive of a new model that embraces greater involvement of those whose lives are affected by decisions that govern their ability to use the network and to exercise their fundamental rights online. This new vision of “multi-stakeholderism” requires a more collaborative, global and decentralized model of decision making; enhanced coordination and cooperation across institutions and actors; increased interoperability in terms of identifying and describing issues and approaches for resolution throughout the ecosystem; open information sharing and evidence-based decision making; and expertise- or issue-based organization to allow for both localization and scale in problem solving.

Internet innovation will bring billions of new users online, creating new opportunities, and benefits as well as new threats. The present understanding of who needs to be involved in Internet governance must expand and evolve to accommodate new interests and newly concerned parties. To continue to be effective, Internet governance will need to be more inclusive and more distributed.

We believe it is possible to achieve all of this before the many worst-case scenarios posited for the future of the Internet occur. But we also believe that achieving this vision is only possible if all stakeholders commit to making this new model a reality, through an iterative consensus-building approach to creating a new Social Compact for the Digital Society. From our diverse geographic and stakeholder backgrounds, we are committed to achieving success, and invite you to join in the process.
The Commission presents this report with the aim of providing high-level strategic advice and recommendations to policy makers, private industry, the technical community and other stakeholders interested in maintaining a healthy Internet. Just as every stakeholder has a legitimate role to play in Internet governance, so too do they have a responsibility to act in a way that promotes the freedom, openness and security of the Internet. Failure to maintain a healthy Internet will undermine opportunities for economic growth, free expression, political equality and social justice.

The Commission framed its work with reference to the working definition of Internet governance, developed by the United Nations World Summit on the Information Society (WSIS) in the Tunis Agenda: “A working definition of Internet governance is the development and application by governments, the private sector and civil society, in their respective roles, of shared principles, norms, rules, decision-making procedures, and programmes that shape the evolution and use of the Internet.”

This definition highlights several important concepts — first, that all segments of society play a role in Internet governance in their areas of expertise or authority. Second, it emphasizes that principles, norms, rules and decision-making procedures must be shared. And third, that Internet governance is concerned not only with the Internet’s design and administration, but also with its evolution and use, so Internet governance is inherently oriented toward the future and the impact on society.

Implicit in the definition is the recognition that a large number of diverse tasks are undertaken by various stakeholders. These include developing public policies on issues such as privacy, intellectual property rights enforcement, access and interconnection, as well as technical governance functions such as protocol design.
and the administration of Internet names and numbers. Actors across the Internet governance ecosystem have reached a number of high-profile influential agreements. Positive developments have followed the NETmundial meeting in Brazil, and the decision to transition the oversight of the Internet Assigned Numbers Authority (IANA) functions from the US government to a multi-stakeholder body, to name a few.

Despite these and other advances, global Internet governance is at a critical juncture. The Commission was formed in response to a number of tensions, both between states and among all combinations of states, private corporations, the technical community and civil society.

A partial list of the trigger points for these tensions includes the following:

- Terrorist attacks around the globe in recent years have prompted many governments to extend access to digital communications by police and intelligence services. As well as alarming citizens, this has led to contention between governments and private companies that want to provide encryption by default on their devices and services, while other companies are resisting domestic law enforcement efforts to gain access to data held in company servers abroad.
- In 2012, the World Conference on International Telecommunications (WCIT) meeting led to significant disagreement among states about governance matters, including how carriers are compensated for the exchange of data between networks. Some countries wanted (and still want) a larger role for governments in Internet governance (particularly with respect to the exchange of traffic between networks), while many others endeavoured to maintain the current multi-stakeholder model of Internet governance, where governments, private sector actors, the technical community and civil society all have a legitimate role to play.
- While a positive development, the 2014 announcement by the US government of a transition of the oversight of IANA functions from the Department of Commerce to a multi-stakeholder body created some stress in the Internet governance arena due to uncertainty over both timing and the ultimate implementation of the community’s final proposal for a new model.
- There is a growing concern about the market power and data collection capabilities and practices of the large Internet platform companies as well as other private data intermediaries. The announcement of investigations into some companies is a regulatory response significantly driven by consumer concerns.
- The emergence of distributed ledger technologies has the potential to disrupt the business models of banks and the governance mechanisms of other institutions.
- The failure to incorporate security as an essential design feature by vendors and larger customers of the IoT raises concerns that its explosive growth could result in the “weaponization of everything.” The drive to reap the private economic benefits of the IoT, serving a very diverse range of industries and capabilities, runs in tension to the public good of ensuring security and the certainty of data ownership.

Responding to these and other increasing strains in this report, the GCIG speaks to the ways Internet governance can evolve to better secure the current and future potential of the Internet. The report intentionally provides concrete recommendations and points to actions that should be undertaken by various actors to help secure our collective digital future. As you would expect from such a diverse group of Commissioners, not everyone agrees completely with every detail of these recommendations; however, every Commissioner supports the report as a whole.

The sections each address a specific topic, but the Commission recognizes that some themes are so foundational to Internet governance that they need to be highlighted throughout the entire report. For example, governance questions regarding human rights, development, fragmentation of the Internet and trust all cross-cut specific issues such as trade, accessibility, security and privacy. These themes thus permeate the entire report.
The Internet is not one homogeneous system, but an ecosystem of technologies, protocols, hardware, software and content. Because of this complexity, it can be helpful to think about the Internet in layers. There are many possible taxonomies for these layers, but one simple framework that makes sense in the context of this report disaggregates components of the Internet into four layers: infrastructure; logical; application; and content. It is the assumption of the Commission that there is no separate policy layer because policy questions permeate all of the various layers. Governance and coordination across layers are carried out by a combination of private sector policies, new global institutions, national laws and international cooperation.

Figure 1: The Different Layers of the Internet’s Structure

Source: Authors.
The infrastructure layer includes routers, switches, IXPs, transmission facilities such as fibre optic cable, cellular systems, IoT structures and systems, and various types of other hardware. The majority of this infrastructure is owned and operated by the private sector and, especially, telecommunications systems. Among the many policy issues at this layer are the questions of how to secure infrastructure, provide interconnection among telecommunication providers, enable interoperability among IoT infrastructure and bring affordable broadband access to communities.

The logical layer of the Internet includes Internet-unique virtual resources and technical standards. Examples of software-defined critical Internet resources include Internet Protocol (IP) addresses and domain names, as well as the domain name system (DNS), the distributed system that translates between the domain names that people use and the binary IP addresses that computers use to route information. A complex system of institutions allocates and assigns these resources and operates the underlying system, and questions about the oversight of this area has been a long-standing policy issue in Internet governance. The logical layer also includes Internet standards, the Internet’s common language establishing protocols for how information can be interoperable and exchanged among devices, regardless of the manufacturer. Prior to the development of the Internet’s core protocols, such as TCP/IP (which stands for Transmission Control Protocol/Internet Protocol), devices made by one company could not exchange information with another company’s equipment. The development of the World Wide Web core protocols and standards, such as Hypertext Transfer Protocol and Hypertext Markup Language, enabled information exchange across different software and hardware platforms. The open and interoperable protocols underlying Internet technologies and applications are established by institutions such as the Internet Engineering Task Force (IETF), which sets most of the core Internet protocols, and the World Wide Web Consortium (W3C), which sets standards for the Web. The openly available standards established by these institutions were the revolutionary building blocks that enabled not only the possibility of worldwide Internet connectivity, but also the rapid innovation environment in which anyone could develop new products based on these standards.

The application layer of the Internet includes the software with which end users and IoT devices directly interact. The most prominent application on the Internet is the World Wide Web. Although the Internet predated the World Wide Web by decades, it was the Web that enabled the easy usability, commercialization and globalization of the Internet. Among the many other applications that use the Internet are mobile apps, voice over IP applications, search engines, social media platforms and platforms for sharing user-generated content. The range of possibilities afforded by Internet technologies, design choices and policy environments within these applications have significant public interest implications in areas as diverse as individual privacy, free speech, intellectual property rights enforcement and protection of the vulnerable.

The content layer of the Internet is the one most visible to end users. Internet content obviously includes alphanumeric text (messaging, IoT data, email, web content and books), audio (music and voice calls), pictures (photographs, diagrams, digitized art and illustrations), video (user-generated video, video conferencing and streaming movies) and multimedia of all kinds (video games, virtual reality, IoT environments). Policy issues around content are numerous, including censorship, intellectual property rights enforcement and access to knowledge.

Throughout this report, when we refer to the Internet we include the Web and applications that provide access to content. When a distinction needs to be drawn among these, that will be indicated.
The Internet Has Generated Tremendous Wealth, Innovation and Opportunity

The Internet is revolutionizing how humans work, play and live. From its early beginnings in research laboratories, the Internet has expanded into a system with a global reach and global ramifications. Five years ago, the McKinsey Global Institute (MGI) found that Internet-related consumption and expenditure had already surpassed the size of the global agriculture and energy sectors. More recently, MGI has estimated that the Internet contributed some $6.3 trillion, or eight percent of global GDP, in both direct value and productivity gains as of 2014. The impact is continuing to grow rapidly, albeit unevenly across sectors and countries.

A number of disruptive Internet-enabled technologies currently on the horizon or in the early stages of adoption — including autonomous vehicles, 3D printing and next-generation genomics — are likely to accelerate this momentum in the very near future. In particular, the IoT alone could create some $11 trillion in economic value by 2025, as the physical world becomes more networked.¹ One study has estimated that the IoT could yield some $4.6 trillion dollars solely in public-sector efficiency gains.⁵

¹ Projections based on technology studies from the MGI, including “Internet Matters: The Net’s Sweeping Impact on Growth, Jobs and Prosperity” (2011); “Disruptive Technologies: Advances That Will Transform Life, Business, and the Global Economy” (2013); and “The Internet of Things: Mapping the Value Beyond the Hype” (2015). Note that the estimate of the Internet’s 2014 economic impact was derived by combining measurement of digital capital and econometric frontier analysis; it encompasses both direct impact and productivity effects.
Furthermore, estimates suggest that cross-border data traffic has increased by a factor of 45 times in the past decade and is projected to increase by an additional nine times over the next five years. Companies increasingly rely on the Internet to interact with their foreign operations, suppliers and customers — and to access the best talent, inputs and ideas from around the globe. Cross-border data flows contributed some $2.8 trillion to global GDP in 2014, surpassing the value of global trade in goods and changing the way business is conducted across borders.\(^7\)

The benefits of the Internet are not strictly economic. As indicated by the 2014 CIGI-Ipsos Global Survey on Internet Security and Trust, the Internet has also given billions of users around the world a tool for free expression, social and political engagement, and access to knowledge, as shown in Figure 4.

The Internet has given us the greatest access to information the world has ever seen. Free expression, innovation and access to new ideas have flourished. Societies have been changed by the Internet’s capacities: lower costs of communication have enabled the creation of new types of virtual, interest-based communities across the breadth of human activities; individuals have been empowered by a previously unthinkable access to information and knowledge; support networks have grown to span the globe, including those providing support for migrants and refugees; new patterns of work, collaboration and leisure-time activities have increasingly become the norm; and national and global political environments
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Figure 2: The Far-reaching Potential of the IoT

9 settings gave us a cross-sector view of a total potential impact of $3.9 trillion–11.1 trillion per year in 2025

- **Vehicles**: Autonomous vehicles and condition-based maintenance $210B–740B
- **Cities**: Public health and transportation $930B–1.7T
- **Outside**: Logistics and navigation $560B–850B
- **Retail environments**: Automated checkout $410B–1.2T
- **Worksites**: Operations optimization/health and safety $160B–930B
- **Factories**: Operations and equipment optimization $1.2T–3.7T
- **Offices**: Security and energy $70B–150B
- **Home**: Chore automation and security $200B–350B
- **Human**: Health and fitness $170B–1.6T

Source: McKinsey Global Institute, 2015.\(^4\)
have been very much altered, whether in terms of engagement in conventional party politics or the development of strong lobbying and issue-based movements, such as the world-wide campaign against global warming.

In the world of commerce, the Internet has also brought opportunities for economic growth. International trade has been facilitated not just for existing businesses, but also for new enterprises small and large, as they connect remotely with suppliers and customers. The phenomenon of global value chains has been turbocharged by Internet openness. Firms in developed and emerging economies are now able to enter into supply chains and open up new markets for products and services. We see collaborative research on a global scale, with publications, patents, researchers, and academic and research institutions taking on international dimensions and drawing on cross-border knowledge flows to address global challenges such as climate change and infectious diseases. Market entrants bubble up with new
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**Figure 3: The New Era of Digital Globalization**

Global flows of trade and finance are flattening, while data flows are soaring

45X growth in data flows 2005–2014
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**Figure 4: The Benefits of the Internet**

<table>
<thead>
<tr>
<th>Benefit</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Access to knowledge</td>
<td>91%</td>
</tr>
<tr>
<td>Personal enjoyment</td>
<td>87%</td>
</tr>
<tr>
<td>Social communication</td>
<td>85%</td>
</tr>
<tr>
<td>Free speech and political expression</td>
<td>83%</td>
</tr>
<tr>
<td>Economic future and livelihood</td>
<td>81%</td>
</tr>
</tbody>
</table>

innovative ideas, and firms can design, develop and deliver their products and services worldwide thanks to Internet-based crowd financing, digital utilities, professional services, micro-manufacturing, innovation marketplaces and e-commerce platforms. In the next few years, the Internet will become the infrastructure underlying all other infrastructures. All of this has been achieved with an underlying political, technological and economic governance model that has developed in an organic manner, without the benefit of a global “master plan.” That model had its beginnings among the scientists and engineers who pioneered multi-stakeholder policy making in the technical design of the Internet.

Internet Governance: A Complex and Distributed Landscape

The Internet originated in the search for a set of engineering rules that would allow different kinds of computers to communicate with one another, even though they used incompatible network operating systems. To be fair, those who developed the Internet did not think of their work as governance at all. Steven Crocker, who developed the Request for Comments (RFC) series, which codifies the IETF’s engineering rules and standards, described their situation this way: “Most of us were graduate students and we expected that a professional crew would show up eventually to take over the problems we were dealing with…” That has yet to happen, but the benefits of having a simple way to communicate among different computers was soon recognized widely, leading to a rapid expansion of the Internet well beyond the world of research.

The success and rapid spread of the Internet arose from the fact it is simply a network of interoperating networks. Most of those are privately owned, yet the Internet is not controlled by any one of those networks in a way that promotes its own exclusive self-interest. As Andrew Sullivan, chair of the Internet Architecture Board, recently wrote: “The Internet is a radically distributed system: almost all of the technical operation is undertaken without any direct co-ordination with anyone, performed by an enormous number of independent operators. This means that interoperation is fundamentally a voluntary thing (aside from a minimal amount of central coordination; for example, of addressing systems and common protocols). In your network, you make your rules, and there is no stick (outside of national law) to make you interoperate with others. Instead, there is only the carrot: if you interoperate, you get the benefits of that interoperation.”

While this is true at the level of basic interconnection, as increasingly sophisticated and built-for-purpose applications are deployed on the Internet, it becomes obvious that rules made locally can have global effects. Rules made to increase the efficiency or convenience of one network or application now can have wide and unforeseen impacts on others, and this has made the engagement of all affected stakeholders a matter of increasing importance. Nonetheless, the coordination is still voluntary in nature, and a complicated mix of open and closed (proprietary or commercial) protocols maintains the balance in the system. It was the openness of the standards and protocols bequeathed to us by the Internet pioneers that enabled the amazing innovation we saw in the Internet’s early years. As applications became more widely used, commercial interests flourished and unforeseen issues arose that affect everyone, such as security, privacy and trust, and an increasing drive toward developing closed, proprietary solutions. Thus, maintaining a balance to enable innovation and universal accessibility while increasing the confidence and trust of end users in a secure and resilient Internet remains a challenge today, especially as we look toward a future that includes the IoT.

As a result, today’s Internet governance landscape is complex and challenging to those who wish to participate. It encompasses debates in the technical, economic, political, social, military, law enforcement and intelligence spheres, and those debates take place in forums that are by turns national, regional and international. If that was not complex enough, there is broad recognition that if it is to be effective and accepted as legitimate, Internet governance should be multi-stakeholder, involving and taking into account the views and needs of governments, the private sector, civil society and technical actors. The term “multi-stakeholder” is
overused in the realm of Internet governance, but if used accurately, it can tell us a great deal. The term is used here to mean a model in which affected stakeholders who want to participate in decision making can, yet where no single interest can unilaterally capture control.

Internet governance should be understood as being embedded in a broader set of rules, institutions and processes that govern the management of cyberspace, covering related issue areas including trade, development, security, law enforcement and intellectual
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**Figure 5: The Regime Complex for Managing Global Cyber Activities**
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**Acronyms for Figure 5**

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACTA</td>
<td>Anti-Counterfeiting Trade Agreement</td>
</tr>
<tr>
<td>ARF</td>
<td>Association of Southeast Asian Nations Regional Forum</td>
</tr>
<tr>
<td>CoE</td>
<td>Council of Europe Development Assistance Committee (OECD)</td>
</tr>
<tr>
<td>EBRD</td>
<td>European Bank for Reconstruction and Development</td>
</tr>
<tr>
<td>EFF</td>
<td>Electronic Frontier Foundation</td>
</tr>
<tr>
<td>FIRST</td>
<td>Forum for Incident Response and Security Teams</td>
</tr>
<tr>
<td>“Five Eyes”</td>
<td>Alliance of Australia, Canada, New Zealand, the United Kingdom and the United States</td>
</tr>
<tr>
<td>G8</td>
<td>Group of Eight</td>
</tr>
<tr>
<td>G20</td>
<td>Group of Twenty</td>
</tr>
<tr>
<td>GGE</td>
<td>Group of Governmental Experts (UN)</td>
</tr>
<tr>
<td>GUCCI</td>
<td>Global Undersea Communications Cable Infrastructure Authority</td>
</tr>
<tr>
<td>IAB</td>
<td>Internet Architecture Board</td>
</tr>
<tr>
<td>IANA</td>
<td>Internet Assigned Numbers Authority</td>
</tr>
<tr>
<td>ICCPR</td>
<td>International Covenant on Civil and Political Rights</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and Communications Technology</td>
</tr>
<tr>
<td>ICT4D</td>
<td>Information and Communication Technologies for Development</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>IETF</td>
<td>Internet Engineering Task Force</td>
</tr>
<tr>
<td>ITRs</td>
<td>International Telecommunication Regulations</td>
</tr>
<tr>
<td>IWWN</td>
<td>International Watch and Warning Network</td>
</tr>
<tr>
<td>OAS</td>
<td>Organization of American States</td>
</tr>
<tr>
<td>OECD</td>
<td>Organisation for Economic Co-operation and Development</td>
</tr>
<tr>
<td>OSCE</td>
<td>Organization for Security and Co-operation in Europe</td>
</tr>
<tr>
<td>SCO</td>
<td>Shanghai Cooperation Organisation</td>
</tr>
<tr>
<td>UNGA</td>
<td>United Nations General Assembly</td>
</tr>
<tr>
<td>W3C</td>
<td>World Wide Web Consortium</td>
</tr>
<tr>
<td>WSIS</td>
<td>World Summit on the Information Society</td>
</tr>
</tbody>
</table>
property, among others, in what is known as a regime complex. This regime complex is not an integrated institution with the authority to impose regulation through hierarchical rules; however, neither is it merely an collection of highly fragmented practices and institutions without identifiable core and non-existent linkages.

The oval map of cyber governance activities shown in Figure 5 attempts to help visualize this situation. The map mixes norms, institutions and procedures, some of which are large in scale, while others are relatively small; some are quite formal and some very informal. The labels are often arbitrary, and it is deliberately incomplete. Yet, it is a useful corrective to the usual United Nations versus multi-stakeholder dichotomy as an approach to cyber governance, and it locates Internet governance within the larger context of cyber governance. This map indicates the extent and wide range of actors and activities related to governance that exist in the space. Second, it separates issues related to the technical function of connectivity, such as the DNS and technical standards where a relatively coherent and hierarchical regime exists, from the much broader range of issues that constitute the larger regime complex. Third, it encourages us to think of layers and domains of cyber governance that deal with large, crosscutting issues such as security, human rights or development. And finally, it suggests that Internet governance now often includes actors whose primary responsibilities only tangentially include Internet issues. As noted earlier, these actors are often tempted to try to accomplish objectives relating to patterns of Internet use by attempting to modify the technical Internet architecture.

Viewed from this perspective, one can also see that the Internet governance landscape has become an area where there is contention about the role of the different stakeholders, including the appropriate role of governments. Nevertheless, in exploring the evolution and future of Internet governance, the Commission has come to a core conclusion.

Just as the technology radically reduces the barriers that limit people’s ability to communicate, to access information, to express their views and to raise concerns, the policy-making process has also, in many jurisdictions and arenas, required greater engagement and become more time-sensitive, and thus more complex and nuanced. We have concluded that in a world of Internet-empowered citizens, effective and long-term stable policy making results when all affected have a voice and method for influencing the process and providing input. We have also witnessed, in the broad range of international regimes influenced by the Internet, that this approach works well while recognizing that in differing policy areas different stakeholders will take natural leadership. But in all areas of concern, ensuring that the positions of all affected stakeholders are engaged and listened to is imperative to ensure stable policy outcomes in a swiftly changing Internet environment. It is this mechanism to which we broadly refer to as multi-stakeholderism, and see as necessary to guide Internet governance going forward.

The Internet We Rely on Is under Pressure

The openness and global connectivity that drives digital innovation and the free flow of information is threatened by the growing interest in exerting control over the use of the Internet or securing a greater market share in the digital economy. At the same time, just as in the off-line world, criminals and terrorists exploit the Internet as an environment that can be used for unlawful ends.

Individual privacy and security increasingly can be threatened by the actions of malicious individuals and also by unthinking, opportunistic or unprincipled corporate and government activities. Public safety is challenged by criminal and terrorist exploitation of the Internet. Financial losses from cybercrime are mounting. Terrorists use social media to recruit youth and propagate their messages. Across every measure, as shown in the polling data in Figure 6, people are very concerned about online privacy and security. As more personal information is uploaded and shared online, people’s digital security is becoming an increasingly important concern. Companies, which rely increasingly on IT infrastructure, are also increasingly affected by cyber attacks, which often result in class-action lawsuits, loss of business, and
other material and reputational costs. Just a few recent examples illustrate this point. In 2013, companies such as Target, Home Depot and Adobe were hacked. In 2014, all 145 million eBay account holders’ emails and encrypted passwords were compromised. And in 2015, the US Office of Personnel Management was hacked and the records of over 21 million people were compromised.

Because of the increased use of digital technologies, the critical infrastructure on which everyday life depends (such as water, electricity and gas) is not just more efficient, but also potentially vulnerable to malicious activities that target both the technology and the services delivered through the Internet. The growing IoT, with billions of connected devices, increases the potential exposure of the public to cyber attacks. The publicity and media exposure of the ways in which the Internet can be used to steal personal data, identities and intellectual property, to launch destructive attacks and to enable excessive surveillance have eroded the trust of users.

We may now have reached a tipping point. Public confidence in the Internet as a trustworthy medium for social and business life is being shaken. From here, we might enter a world where the benefits of the Internet continue to mount. But, it is just as likely that, absent concrete actions from actors across the ecosystem, we could end up in a world where states assert their sovereign control over the network, where private platforms control who benefits from the Internet, or where online criminals dominate the scene. The future depends on the choices we make today. Should these trends continue unabated over the next five years, we could find ourselves entering a period of digital stagnation or decline.

We do not want to throw away the vast opportunities for economic and social advancement that have been gained due to the Internet. To the extent trust in the Internet erodes, global prospects will be damaged, with significant social and economic consequences. Communities will not achieve their potential for educational, social and economic progress. The value creation promised by new and exciting digital innovation will not be realized, including for the next billion citizens of the world who will soon come online. For those in the developed world, increasing inconvenience and financial losses will follow criminal
exploitation of people's dependency on information and services carried over the Internet. Unrestrained Internet surveillance, repression and censorship will undermine respect for human rights. The potential for new forms of global conflict facilitated through attacks in cyberspace will add tension and instability to international relations.

We Cannot Avoid Risk

Nothing in life is truly risk-free. Every day we make choices in our personal and working lives that have the potential to impact our safety and security. Despite our best efforts, and those of governments, private sector actors and civil society, we constantly face hazards — in everyday life and in the online environment. To date, the benefits brought by the Internet have been underpinned by its open nature (at the technical level) and also thanks to the ease with which users can leverage it for economic and social opportunities.

The challenge is to maintain the openness of the Internet while enabling people to manage security risks. The Internet, like any other part of our lives, will never be completely safe, completely secure or completely open. Trade-offs exist, and trying to maximize any of these values will ultimately cause more harm than good. Sometimes the balance between openness, security and safety can become skewed toward one component, causing a reduction in the other two. For example, for much of its early history, the Internet has been heavily weighted toward openness, but this has been accompanied by a lower level of built-in security on the network than might have been specified in its design. The balance is a living one and is always subject to change based upon evolving user behaviour and technological change. This is acutely demonstrated in the challenges we now face as we seek to embrace the enormous potential of the IoT.

We Need to Ensure the Benefits Continue

To move forward, we must appreciate our interdependence and the need for collaborative measures. The risks to our shared digital future can be managed, if everyone plays their part, acting in concert: governments, private companies, the technical community, civil society and individuals.
Our Agenda

The GCIG is convinced it is essential to address the most pressing Internet governance priorities for the next five years. In this report, we begin by recognizing the problems to be overcome. Our agenda builds on existing multi-stakeholder and multilateral initiatives developed to improve aspects of the governance of the Internet, such as the work of the OECD, the UN Governmental Group of Experts, the Internet Governance Forum, NETmundial, the Group of Twenty (G20) and the WSIS, all of which the Commission supports. Yet, it would be a mistake to limit the scope of action to the existing Internet governance forums. The complex of institutions and individuals that have created the modern Internet, and sought to find workable solutions to problems as they arose, have been, and largely continue to be, remarkably successful. However, the Commission is now convinced that the threats to the universally available, open and secure Internet continue to mount. There is a pressing need to deal with the challenges we all face if we want the Internet to continue serving us as the common global resource we have come to know — open, affordable, unfettered and available to all as a safe medium for further innovation.

The Commission has concluded that a normative rather than a prescriptive approach is required to address the kinds of challenges faced by Internet governance. We call on governments, private corporations, civil society, the technical community and individuals together to create a new social compact for the digital age. The Social Compact for the Digital Society will require a very high level of agreement among governments, private corporations, civil society, the technical community and individuals. Governments can provide leadership, but cannot alone define the content of the social compact. Achieving agreement and acceptance will require the engagement of all stakeholders in the Internet ecosystem.

Success in this endeavour will require that we collaborate to refresh and extend the model of multi-stakeholder governance that has thus far empowered the growth of the Internet: to conceive of a new model that embraces greater involvement by those whose lives are affected by governance decisions. This new vision of multi-stakeholderism requires: a more collaborative, global and decentralized model of decision making; enhanced coordination and cooperation across institutions and actors; increased interoperability in terms of identifying and describing issues and approaches for resolution throughout the ecosystem; open information sharing and evidence-based decision making; and expertise- or issue-based organization to allow for both localization and scale in problem solving.

We know that Internet innovation will bring billions of new users online, creating new opportunities, new benefits and new threats. This will certainly mean that our present understanding of who needs to be involved in Internet governance needs to expand and change to accommodate these new interests and new concerned parties. To continue to be effective, Internet governance will need to be more inclusive and more distributed.

We believe this is all possible to achieve in time to avoid the many worst-case scenarios some have posited for the future of the Internet. But we also believe that achieving this vision is only possible if all stakeholders commit to making this new model a reality, through an iterative consensus-building approach to creating a new Social Compact for the Digital Society. We are committed to achieving success, and invite you to join in the process.
There is no doubt that access to a secure, open, trustworthy and inclusive Internet is fundamental for transforming future societies and economies. But access is the first fundamental step for realizing all the benefits the Internet can bring to commerce and innovation, creativity and expression, and communication. The Commission believes that the Internet is for everyone. Achieving a truly universal Internet is fundamentally about equity, and success will depend on the complementary efforts of governments, the private sector, the technical community and civil society. Success must not only be measured by the number of people connected, but also by the quality of the Internet to which they gain access. Commitment to expanding access must be accompanied by a commitment to maintaining an open network that equally provides all users the ability to access, use and create knowledge in a non-discriminatory environment, free of arbitrary censorship or unjustified controls.

Internet access can be understood as the set of devices, services, facilities and skills that allow people to connect to and use Internet services, applications and content. Achieving the widest practical access has become a priority for policy makers and regulators around the world, and is a core pillar of the United Nations Sustainable Development Goals (SDGs), which recognize the need to “significantly increase access to information and communications technology and strive to provide universal and affordable access to the Internet in least developed countries by 2020” and to “enhance the use of enabling technologies...to promote women’s empowerment.”

Historically, access to the Internet has been uneven, although it continues to expand apace. One reason for this accelerating rollout is the increasing awareness of governments that competition and private capital can be used to expand Internet access, augmented by
applying regulation or public funds where there are insufficient commercial incentives or competition. Barriers to Internet access can exist for a number of reasons, including a lack of Internet infrastructure, a failure to implement technical standards that promote access for the disabled, a lack of competition and some rigid regulatory approaches leading to unaffordable pricing schemes for some potential users, or limited digital education and literacy. While new technological capabilities continue to assist in addressing the barriers by some, inequalities in access, affordability and skills have excluded others from reaping these benefits. Some groups of people face more daunting barriers than others.

The gap in Internet access — for technical, political, economic or social reasons — has been described as the digital divide. The divide exists within and between countries, between the rich and the poor, between rural and urban populations, within families, between the young and old, between men and women, and between the abled and disabled. More than 60 percent of the world remains off-line and without removing critical barriers to adoption, four billion people could be excluded from the digital economy. Roughly three-quarters of the off-line population live in 20 countries. Those that are unconnected disproportionately live in rural and remote areas, have low incomes, and are illiterate and female.17 Closing these divides and ensuring that all people have the necessary skills and tools to access and use the Internet is necessary for promoting economic prosperity, preserving cultural values and historical records, empowering individuals and achieving development. Research has shown that an increase in a country’s Internet maturity is correlated with a sizable increase in real per capita GDP.18
An enormous amount of economic and social value is realized when one has the ability to use the Internet. Connecting the unconnected and promoting a secure, inclusive, trustworthy and open Internet is imperative to empowering individuals no matter their age, gender, abilities, skills, income, location or identity. All stakeholders have a responsibility to do their part to ensure that “the Internet for all” is more than an empty phrase. How can we bridge the divides that exist within and between societies so that the Internet can continue to be an open platform that empowers individuals and promotes human rights, cultural preservation and economic innovation for all segments of society?

Current Challenges: Achieving an Internet For All

By the end of 2015, four billion people remained off-line. This means only 43 percent of the world’s population is online with some form of regular access to the Internet. The gap is especially pronounced in the transforming societies where upward of 65 percent of the population is precluded from participating in the digital society. And in some of the world’s poorest countries, only one in 10 people is online. That being said, such divides once seemed at least as daunting in terms of expanding connection to the telephone network, yet those barriers were overcome by the

Figure 8: A World of Digital Divides

Source: “Offline and Falling Behind: Barriers to Internet Adoption,” McKinsey Technology, Media and Telecom Practice.
adoption of policy and regulatory reform to harness commercial and technological opportunities. The Commission believes the same can be true for the Internet.

The ways in which people access the Internet have changed over time. Initially, Internet access was largely facilitated by the use of personal desktop computers and fixed-line Internet connections into universities, homes, offices and public facilities. More recently, Internet-capable mobile telephones (smartphones) have begun to play a much larger role in facilitating Internet access, especially in transforming societies. It is now predicted that the next billion people to connect to the Internet will gain access through mobile devices. With its integration into mobile, the Internet is continuously evolving, offering exponentially more tools and applications to improve people’s livelihoods and overall quality of life. In Africa, for instance, mobile networks have provided the platform for bringing financial services to millions who were previously excluded from the formal banking system.21 There is now a large body of research that demonstrates the importance of affordable broadband connectivity for social inclusion, civic participation and environmental protection. It is also an enabler of economic growth. A recent study documenting the rapid expansion of e-commerce in China found that approximately 40 percent of online sales did not merely replace off-line transactions, they actually unlocked incremental consumption.22

Expanding Internet access, made possible by the adoption of smartphones and wireless broadband, will be the major means by which new users will access the Internet and participate in the networked society. However, the ability for any country to take advantage of wireless capabilities relies on pervasive fixed networks, which enable backhaul of traffic. In developed countries, the bulk of smartphone traffic uses Wi-Fi connected to fixed lines in homes and offices. Thus, mobile access depends on the quality and availability of fixed communication networks. To make the most economical use of the scarce radio frequency spectrum allocated to them, mobile operators try to hand-off wireless data to the fixed networks as soon as possible. Accordingly, the spread of the mobile Internet
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**Figure 9: The Internet’s Uneven Footprint**

Source: “Offline and Falling Behind: Barriers to Internet Adoption,” McKinsey Technology, Media and Telecom Practice.23
ultimately remains dependent on the availability of substantial investments to grow the fixed network. This calls into question how far the unconnected will be able to quickly “leapfrog” in their penetration rates.

Alarmingly, there are still some indications that the rate of Internet expansion is stagnating in parts of the world where growth is needed to bring new users online. A number of different challenges stand out: prices for mobile Internet access remain high in many locations and strategies to improve coverage and connectivity in rural areas will frequently be different than those needed in urban centres; culturally relevant content and services are needed to demonstrate the value of the Internet for potential users; and digital literacy needs to be enshrined by governments to educate policy makers and the wider public on the value and potential of the technology.

The Internet continues to be a tool that enables the transformation of societies and economies, and has led to new innovations for governance and development. Like the Internet itself, development strategies for transforming societies are becoming more distributed. While this poses opportunities for expanding access through distributed local infrastructure or peer-to-peer sharing, there is also risk as decentralized agency and innovation weaken traditional state institutions (some of which are already weak). Legislators, regulators, private companies, the technical community and civil society can each play an important role to bridge current gaps and prevent new ones from growing, so that the four billion people who still remain off-line are given both an opportunity and a choice to fully participate in the networked society.

Infrastructure Capacity

The Internet requires different physical equipment to operate: cables, routing equipment, servers, satellites and their accompanying terrestrial infrastructure, fixed and mobile access networks and exchange points are all necessary in providing an Internet connection. In order to gain access to the Internet, continental infrastructure needs to be connected via submarine cables; landlocked countries need terrestrial fibre and mobile towers; and additional IXPs, which provide connection points for Internet traffic to move between networks, need to be built to exchange traffic more efficiently and affordably domestically and internationally.

However, the construction and expansion of physical Internet infrastructure has not occurred to the extent necessary to bring all people online: many small island states still lack submarine cables and must rely upon generally more costly and inefficient satellite connections; many landlocked countries do not have enough fibre optic cables connecting them to neighbouring countries and regional Internet hubs; and many countries do not have traffic interconnection facilities such as IXPs, increasing the cost and latency for transmitting data across networks. As Pablo Bello and Juan Jung note in their GCIG paper, there have also been dramatic changes in consumer patterns that are increasing the demand for data. These inequities are especially pronounced in rural or remote areas, where challenging geography and low population density limit the potential for investment. Even where some connectivity exists, users may face higher prices reflecting higher costs or a lack of competition.

It can be expensive to build and operate some parts of the Internet infrastructure due to the cost of equipment; the growing difficulty to deploy networks to reach those who are still not connected, often located in rural or remote places; and the need to upgrade networks to accommodate the growing pace of technological change. Outmoded or poorly considered legislative and regulatory instruments sometimes exacerbate all of these factors. Unnecessarily high costs are eventually passed on to the user, but service provider charges may also be excessive if they are not disciplined by competition. It is thus essential for governments to create legislative and regulatory frameworks that encourage the investment in physical infrastructure necessary to improve and expand Internet access, as well as to promote competition and remove barriers to reduce costs.

A number of strategies are known to stimulate infrastructure development: barriers to investment can be reduced or removed by regulators; radio frequency spectrum can be allocated under conditions
providing incentives to meet coverage objectives; and universal service funds can be established to fund public subsidies to complement private investment in expanding access. Governments and private companies can also work together to promote the sharing of networks and laying fibre optic cables in conjunction with other infrastructure-building projects, such as roads and power lines. Research has demonstrated that infrastructure sharing can improve connectivity, reduce the cost of building out the network infrastructure, generate more revenue, improve retail competition among operators by reducing the barrier to entry and, ultimately, reduce access costs. However, regulators must be vigilant to not discourage investment or contribute to the creation of monopolies in promoting the sharing of networks. Experience has proven that competition brings down prices and encourages innovation, particularly in mobile communication. The same is true for Internet access. The more this is encouraged, the more access will increase. At the same time, public policies must foster network investments to close the coverage gap and increase capacity.

**Affordable Internet Access: Pricing and Commercial Flexibility**

Beyond the high cost of infrastructure, there are a host of other factors contributing to a lack of affordable Internet access, which remains a major barrier to bringing the next four billion people online. Many people, especially the world’s poorest, are prevented from accessing the Internet by a combination of high costs or low incomes. Women, on average, have lower incomes, and in some situations, have less control over spending; therefore, they can be disproportionately affected by affordability. A recent study found that

---

**Recommendation**

Regulators should put in place measures to encourage competition and foster investment in networks as fundamental requirements in any effort to enable access and promote development.

**Recommendation**

Efficient network interconnection and traffic exchange are essential to improve access and affordability of broadband. For this purpose, IXPs should not be captured by any one interest, whether by governments or a private company, to further their own benefit at the expense of others. They should be neutrally operated and governed by shared agreements among the relevant stakeholders.

**Recommendation**

Government should invest in public access points, which can play a significant role by providing individuals with an opportunity to connect to the Internet. The installation of public Internet access points should be encouraged in schools, libraries and other social service venues to ensure that individuals are not prevented from having access due to a lack of tools or available resources. In some instances, central, state and municipal governments may consider investing in the build-out of access networks, again, for the most part, where private sector investment is insufficient.

**Recommendation**

Governments should facilitate network sharing. Other cost-sharing initiatives can help to work toward achieving universal access, for example, by encouraging firms to take advantage of infrastructure projects such as building roads and power lines to reduce the cost of laying fibre optic cables as a way to connect rural populations. However, network sharing should encourage competition and not serve as a disincentive to investment or contribute to the creation of monopolies.
the world’s women have only 84 percent of the access to the Internet and mobile phones that is currently enjoyed by men. Despite the downward trend in prices, for many households in transforming societies a fixed Internet connection remains unaffordable. While innovation in the pricing of mobile broadband services has allowed more people from lower income groups to connect to the Internet, mobile connections can still take up a large percentage of an individual’s monthly income, ranging anywhere from 8.9 to 11.5 percent as a percentage of gross national income (GNI) in transforming countries (see Figure 10).

Reaching people with lower incomes or in more remote areas will require competition to allow market forces to drive Internet access in the same way it has for mobile telephony. In the mobile telephony market, competition has inspired innovative pricing plans that enable users to afford and control expenditure (for example, pre-paid services). The majority of Internet access, particularly on fixed networks in developed countries, is provided for a set monthly price irrespective of the amount of data a user sends and receives or is charged according to the speed selected by a user (i.e., faster speeds are billed at a higher price). Often, the traffic sent and received over the Internet using mobile networks is metered or provided to users with a cap on the amount of data (bit cap) that is provided at a given price. However, in some countries, businesses offer unmetred traffic for specified sources of content. This is referred to as “zero-rated content” and has been used for many years in some countries, or “sponsored” content, which has more recently been cited as a potential way to expand Internet access. In the absence of sufficient competition, however, these schemes raise a number of concerns around the potentially negative effects they may have on the future development of innovation in the digital ecosystem. For example, if one source of content is zero-rated and others are not (and therefore are more expensive to access), competition could be stifled. In particular, new firms could be prevented from entering the marketplace.

In contrast, in some markets typified by low bit caps there is a potential for zero-rating to increase competition. This occurs where there is a dominant player or a small number of players controlling the backbone market. In these cases, other Internet service providers (ISPs) and content providers can band together to reduce their individual costs (called peering), thus bypassing the less competitive part of the market. By

---

**Figure 10: Mobile-broadband Prices**

<table>
<thead>
<tr>
<th>Type</th>
<th>Developed</th>
<th>Developing</th>
<th>World</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prepaid computer-based (1GB)</td>
<td>1.9</td>
<td>1.2</td>
<td>1.1</td>
</tr>
<tr>
<td>Postpaid computer-based (1GB)</td>
<td>8.5</td>
<td>8.3</td>
<td>8.6</td>
</tr>
<tr>
<td>Prepaid handset-based (500MB)</td>
<td>8.0</td>
<td>5.8</td>
<td>5.8</td>
</tr>
<tr>
<td>Postpaid handset-based (500MB)</td>
<td>8.9</td>
<td>6.4</td>
<td>6.4</td>
</tr>
</tbody>
</table>

reducing their transit costs they can pass these savings on to their customers with unmetered access to specific services (for example, an online radio station that peers directly with an ISP). Concerns about zero-rating arise where there is either insufficient competition or it is used in an anti-competitive manner. Regulators must be vigilant to prevent such negative effects.

Others debate the costs and benefits of zero-rating for different reasons. The practice of zero-rating has been increasing in the transforming societies, where popular Internet services such as Facebook, Twitter, Wikipedia and Google have partnered with some ISPs to offer access to their content. It is important to note that these services do not offer access to the full Internet, only to a limited number of websites. On the one hand, such practices may benefit some users who may otherwise not be able to afford access, and thus potentially generate broader economic and social externalities, such as through offering access to websites that contain information related to education, health and public services. Proponents also say such access could stimulate demand for further usage, including content not part of such schemes, and thereby potentially expand the purchase of paid Internet services. On the other hand, any such arrangements advantage the use of some consumption or creation over others, with those choices not normally being made by users. Furthermore, zero-rating also treats Internet users strictly as consumers of content, and generally does not take into account that the ability to create and distribute content, outside the coverage of these schemes, is a fundamental part of the use of the Internet.

Private sector content providers can play a large role in helping bridge divides by developing alternative, innovative pricing models that promote access to certain content. While these models are in the early stages of development in some countries, more innovative policies are needed to give some of the world’s poorest an opportunity to participate online. However, regulators should ensure that zero-rated schemes do not distort the competitiveness of the market, either by giving preference to some content providers over others or by distorting price mechanisms. Pricing models, including mixed free and paid models, must adhere to principles of openness, security, transparency and fair competition to prevent any harm to competition and innovation within the digital ecosystem.

Governments can also play a role in making access more affordable by creating a regulatory environment that opens up markets and encourages competition in commercial pricing. Around the world, there is already a large body of evidence that demonstrates that competition helps decrease costs for the user. For example, the ITU found that “in developing countries, fixed-broadband prices could be reduced by 10 percent and mobile-cellular prices by 5 percent if competition and/or the regulatory framework is improved.” As affordability is an issue that affects the world’s poorest, governments can reduce or eliminate any industry-specific taxes on services and equipment they may have in place, and thus assist in reducing costs. This is not a call to reduce or eliminate taxes applied across an entire economy in a neutral manner, such as a value-added tax (VAT) on Internet access. Rather, as competition and the elimination of industry-specific taxes (for example, SIM card registration) reduces prices, it will stimulate demand and increase the returns to the public purse through increased volumes.

Foregoing taxes on the most inexpensive range of access devices, such as smartphones or tablets, could be considered as part of a program to boost Internet take-up. It is critical that this take place only in a competitive market; otherwise, players may raise prices to the level prior to the reduction, thus defeating the goal. Generally, however, taxes should be applied in a neutral manner as any differences in rates, such as between generations of mobile technologies (i.e., 2G vs. 3G), may provide an incentive not to acquire a

**Recommendation**

Regulatory authorities should ensure that these services adhere to principles of openness and fair competition. In the absence of sufficient competition to enable consumer choice, there should be no exclusive agreements to provide zero-rated content.
device with Internet access. Industry-specific taxes such as those for SIM card registration, which add to the burden of neutral taxes, should be eliminated. Similarly, there should not be tax breaks on specific access plans. Tweaking the tax rates applied to specific plans can often distort how these plans evolve and can actually act as a limit on meeting goals. If governments wish to provide subsidies to consumers, these should preferably come from general revenue in a transparent and neutral manner, to ensure the benefit is passed on to the intended beneficiaries. These subsidies should be equally available to all competitors in the marketplace to not stifle competition. Finally, as competition lowers prices, it also reduces the tax burdens of instruments such as VAT. Typically, any reduction in government revenue resulting from lowered prices is compensated for by increased market size, volumes and other factors. In addition, neutral taxes do not distort the market in the same way as industry-specific taxes. For example, the level of tax applied to SIM registration, introduced for mobile phones, may depress the use of SIM cards for IoT devices, which have entirely different average revenue levels.

While the cost to connect to the Internet is generally decreasing worldwide, affordability must remain an explicit goal — one best achieved by fostering competition. Experiments with zero-rated services to provide limited access and other alternative pricing schemes for providing basic access to some Internet content, may be of some benefit for connecting low-income populations to the Internet.

**Affordable Internet Access: Devices**

Another important consideration for expanding connectivity is the cost of devices used to connect to the Internet. In order to achieve an Internet for all, new users must have access to affordable devices. Without affordable devices (such as smartphones, personal computers or laptops) it will not be possible to bridge the digital divide. Policies such as customs duties, tariffs or import quotas can increase the final prices of devices. The lack of commercial flexibility that may prevent ISPs from offering plans that offer discounts on devices, can also hinder acquisition. That said, such practices can come with their own set of issues, including the duration for contracts or potentially more expensive outcomes for users, including those that purchase their device separately. This is why promoting choice for users through tools such as competition is critical along with the flexibility for commercial offers to evolve.

**Recommendation**

Governments need to ensure their taxation policies do not bias the market for Internet services or related equipment. Telecommunication, Internet access and usage should be taxed at the same rate as other services. If governments want to provide subsidies and incentives to consumers, they should be done in a transparent and neutral manner rather than through the taxation system.

**Recommendation**

Governments should fully use the tools at their disposal to promote competition among the producers and sellers of devices to increase affordability, whether purchased separately or as part of service plan.

**Recommendation**

Development assistance agencies, civil society organizations or other actors can also help make devices available to the poorest segments of the world’s population by creating special programs that help provide the devices necessary to connect to the Internet.
Some countries have developed special programs to lower the costs of devices for low-income users. For instance, Colombia offers a general tax exemption on devices in the lower and medium price range. In addition, it gives subsidies for users in the lowest income bracket, which can be used either for buying a device or paying for a broadband connection. Other countries have developed programs that provide users with free devices, such as Uruguay’s One Laptop per Child program. In addition, the private sector has been developing a broader range of less expensive devices in recent years, especially in markets where the level of competition is high between different device makers.

**Figure 11: The Web as Small and Medium-sized Enterprise Multiplier**

Small and medium-sized enterprises (SMEs) using Web technologies extensively are growing more quickly and exporting more widely. Growth and exports of SMEs analyzed by cluster of maturity of internet. Analysis includes 12 countries and more than 4,800 SMEs.

**Web-intensity**

- Low (Web index <20%): 6.2%
- Medium (Web index 20–40%): 7.4%
- High (Web index >40%): 13.0% x2.1

**Revenues due to exports**

- % of total
  - Low: 2.5%
  - Medium: 2.7%
  - High: 5.3% x2.1

*McKinsey Web index defined according to the number of technologies possessed by companies and the penetration of those technologies (i.e., the number of employees/customers or suppliers having access to those technologies).


**Human Capacity**

The Internet stimulates creativity and makes available new opportunities—including opportunities that were once out of reach for individuals and entrepreneurs. As the global economy grows increasingly digital and more interconnected, the Internet has become an essential tool for job searching, networking, conducting business, receiving and making payments with buyers and suppliers, and accessing microcredit.

The wealth of knowledge that can be accessed online can be used to improve all aspects of human well-being. However, it is important to remember that Internet access is not just about providing infrastructure and devices. People also need literacy, knowledge and skills to use the Internet to its full potential. Basic digital literacy is increasingly a required skill for
better-paying and more productive jobs. Many simply lack an understanding of the technology or a sense of how it could be relevant to their lives. Others will not use the Internet or services offered on it because they are concerned about privacy and surveillance issues, or they are afraid of cybercrime. Education about the dangers users face and how users can best protect themselves is a vital component of capacity-building efforts.

Innovation can be a bottom-up process. Once individuals are given the tools, they are likely to be the most creative in addressing the problem of unmet local demand. The power of demand-driven innovation at the local level is well exemplified by the development of platforms to allow mobile telephones to be used for money transfer in countries without well-developed or broadly used banking systems.

Transforming economies play an important role as producers in the Internet economy. Their unique experiences provide them with opportunities to innovate in ICT and related Internet applications. Transforming societies are not solely consumers of Internet technology, but also play an important role in the production and design of Internet and mobile applications to meet local needs and, sometimes, to serve global markets. Corporate competition has been dramatically intensifying as Internet platforms and e-commerce marketplaces lower costs and barriers to entry for thousands of small firms from emerging economies. They are increasingly able to obtain the resources and global exposure required to compete with established industry incumbents from advanced economies, building on their intimate knowledge of local customs and needs. Ensuring that individuals are given the skills and tools to innovate and governments promote a regulatory environment that encourages ICT start-ups will be essential to unleashing digital innovation and entrepreneurship in the transforming societies.

Finally, it is important to recognize that demand factors are just as important as supply factors in explaining current adoption trends, and bringing new users online. According to Hernán Galperin’s GCIG Paper No. 34, which examines trends in Internet access and use in Latin America, although users in rural areas had access to needed infrastructure, “the majority of nonusers simply found existing services too expensive or irrelevant.” Thus, it is incredibly important that all stakeholders play a role in promoting access and use.

**Recommendation**

Governments, in collaboration with other stakeholders, should emphasize the value of Internet connectivity and promote demand for Internet content. This necessitates developing people’s capacity to use e-services, such as e-health, e-government and e-learning.

**Recommendation**

SMEs play an important role not only in creating valuable local content, but for driving the development of transforming nations. Governments should help to educate software engineers and local content providers so that they can develop businesses that can compete globally and content that will encourage local demand-driven Internet usage.

**Recommendation**

Governments should promote digital literacy programs in schools and within government organizations. For government officials, the Internet has become an important tool to carry out their duties, the subject of concern that may require legislative or regulatory responses, and even for international outreach and diplomacy. It is vital that policy makers understand the foundations of the technology and the principles that must be maintained in order to preserve the Internet as a tool for innovation, communication and the enjoyment of rights.
in emphasizing the value of connectivity and create online platforms that are tailored to the specific needs of their respective constituencies, as well as providing them with the tools to develop their own applications and services to meet local requirements.

Inclusion

The Internet offers an opportunity for greater inclusion of often marginalized groups. Achieving universal access to the Internet means ensuring no one faces barriers to access based on attributes such as their age, race, gender, culture or ability. Priorities should include linguistic inclusion and the inclusion of people with disabilities.

As the next four billion people come online, language will be a major barrier to inclusion. Many people are not aware of the Internet’s potential, or cannot use it in a way that is meaningful to them, because there is no useful content available in a language they can understand. In order to connect everyone, it is vital to increase the representation and availability of content in a wide variety of languages and scripts.

Language is not the only barrier to inclusivity. When it comes to the Internet and the various applications made available through new technologies, people with disabilities face different barriers. Surveys conducted by the World Health Organization have found that persons living with a disability are half as likely to have a computer at home, and even less likely to have an Internet connection. This is troubling, as the Internet can open up new economic and social horizons for people living with disabilities that might not have been possible before. The Internet can provide access to all kinds of health, education, transport, government and services information. Individuals can access health-related information or services, local and global markets, or Internet forums. Online communities can provide opportunities for individuals to share

INTERNET ACCESS FOR REFUGEES

The United Nations High Commissioners for Refugees (UNHCR) estimates that refugees spend an average of 17 years in exile. This figure represents the average number of years refugees are displaced and in need of assistance before they can safely return home or find refuge in another country. The UNHCR also estimates that there are currently 60 million displaced men, women and children as a result of continuing crises around the world. According to the UNHCR as of 2015, 51 percent of refugees were under 18 years old, which represents the highest figure for child refugees in more than a decade. Technology can help alleviate some of the suffering that individuals face in refugee camps for extended periods of their lives. In addition to being a critical connectivity tool through which refugees can communicate with family members, the Internet is an essential tool of twenty-first century commerce that allows displaced individuals to put to use their entrepreneurial skills and eventually lessen their dependence on aid. Access to online information is also a crucial engine of learning and human development. While the role of teachers is essential, access to online education is a very important tool to ensure refugees can continue their education while dislocated. The less disconnected refugees are, the easier it would be for them to reintegrate back into societies, whether in their countries of origin or in other destinations.

Recommendation

It is therefore imperative that refugees be provided access to the Internet by host governments or as part of an aid package from international donors. Host governments, specialist agencies or non-governmental organizations should also ensure access to online education and entrepreneurship courses, and support sites to ensure the continued human development of refugees.
their experiences and build support networks across diverse cultural and geographic contexts. Accessing general information and being able to participate in online communities can be an incredibly empowering experience, as it enables people with disabilities to overcome any potential physical, communication and mobility barriers.

While there have been many positive developments in terms of making technology accessible and developing programs and applications for blind, deaf and hearing impaired people, there are still many challenges. “Persons with disabilities face as many different barriers as there are types and degrees of disability. For example, people with a visual impairment who use screen-reading software may be confronted by websites that have confusing navigation, or that lack descriptions of images; while people with a hearing impairment may be unable to participate in online conferencing because it lacks captioning.” The Commission believes that people with disabilities should have choice in Internet technologies and communications devices equivalent to that available to other people — in terms of access, quality and price. Addressing these challenges will require raised awareness of these issues, innovations in technology, development of common standards and a regulatory environment that promotes access for those with disabilities. Access issues related to disability are important issues that affect us all. While we might be able to make full use the Internet now, this can change over time, especially as we age. It is vital that policy makers and regulators make inclusion a policy priority.

Measuring Access

Having access to high-quality and timely information is vital for guiding appropriate policy responses. Knowing who is connected in aggregate terms, how they are connecting and the effects this connection has on people's lives, can help all stakeholders not only address divides in access, but also improve the quality of connection and the relevance of policy. Yet, for many parts of the world, the metrics used to measure Internet access are not up to date and not available in a timely manner. Consistent metrics for measuring access and processes for ensuring that data collected is current and reliable need to be developed.

Recommendation

Governments play an important role in increasing access for persons with disabilities through their respective legislative processes. Open technical standards that promote access for persons with disabilities should be incorporated into procurement policies, with adherence a requirement for hardware and software.

Recommendation

Governments should provide incentives and appropriate regulation to encourage private-sector hardware manufactures and software developers to include accessibility standards in their products. Non-governmental organizations and technical consortiums that develop these standards should also be encouraged to continue to develop them.

Recommendation

Current information is vital for guiding appropriate policy responses. National statistics agencies should actively collect information on Internet access. Governments should invest more resources and work in cooperation with the relevant stakeholders — such as the 14 members of the Partnership for Measuring ICT for Development, the G20, universities and other regional organizations — to define consistent metrics for measuring access and processes for ensuring that data collected is current and reliable.
THE PARTNERSHIP FOR MEASURING ICT FOR DEVELOPMENT

The Partnership for Measuring ICT for Development (ICT4D) is an international, multi-stakeholder initiative to improve the availability and quality of ICT data and indicators, particularly in transforming societies. The ICT4D was formed in 2004, as a collaborative forum for the United Nations and other agencies, to address challenges of data collection and analysis concerning ICT4D and WSIS outcomes. The partnership has 12 member organizations: the ITU, the OECD, the UN Conference on Trade and Development, the UN Department of Economic and Social Affairs, the UNESCO Institute for Statistics, the World Bank, the UN Economic Commission for Africa, the Economic Commission for Latin America and the Caribbean, the Economic and Social Commission for Asia and the Pacific, the UN Economic and Social Commission for Western Asia, and Eurostat, and the UN Environment Programme Basel Convention Secretariat joined in 2011.
Our understanding of human rights has entered a new era with the creation and rapid spread of the Internet. The Internet brings unprecedented reach to certain fundamental rights, such as freedom of thought, opinion, expression and assembly. Similarly, the right to participate in governance, to receive an education and to participate in cultural life, the arts and scientific advancement and others have gained new meaning, and new effect. These effects are tremendously positive, but it is also possible to use the Internet to the detriment of others. Examples include the ability to interfere with an individual’s privacy and correspondence, to attack an individual’s honour and reputation, or to deprive creators of the reputational and material benefits resulting from their creations. The Internet has also given rise to new threats to the security of individuals, corporations and the state itself. All of these powerful positive and negative developments taken together represent significant new governance challenges.

New challenges to international human rights are requiring governments and policy makers to confront and sometimes to regulate the use of a technology that is, in many ways, immune to national statutory and particular cultural contexts, as it transcends national borders. The UN Human Rights Council has taken a strong stand to say that the same rights people enjoy off-line must also be protected online. But the specific challenges presented when trying to implement that position still remain to be addressed. There has not been a direct translation from rights off-line to rights online: states and corporations actively collect information about individuals, often without their knowledge, informed consent or full understanding; Internet content is censored or controlled for various purposes, some of which may infringe on an individual’s right to freedom of speech; and online platforms are sometimes monitored and used by governments to limit freedom.
of expression, assembly and religion. There are also important questions concerning the vulnerability of interconnected systems and the privacy implications of allowing state and private sector actors to access, benefit from and share the immense amounts of data that they will generate. Similarly, there is a need to clarify that whatever access is granted must have a legal basis.

This section addresses some of these challenges by developing and articulating norms for digital citizenship, as well as reasonable expectations of governments. Taken together, broad acceptance of these norms can generate respect and protect fundamental freedoms, promote innovation and economic growth, strengthen security and promote the continued resiliency of the Internet and future technologies.

**Government Surveillance, Privacy and Security**

Personal, commercial and public sector information is increasingly easy to access by legal means, as are Internet-connected devices. This development creates opportunities for innovation, growth and prosperity, but it also introduces new challenges. These are magnified by the growing use of mobile devices and wireless networks that offer additional ways for networks to be penetrated. Many businesses in every sector now depend on big data and algorithms. Creative ways of treating personal data such as health records are often those that can offer the most significant social benefits, such as helping to pinpoint the right medical treatment, but consumers are wary of how their most sensitive information may be used. Additionally, the advent of the IoT is already starting to connect the most basic objects and instruments of daily life — our homes, our appliances, our cars, our clothing and much more. In the emerging world of the IoT, everything we do, see, use or touch will have the potential to leave electronic tracks. While the potential commercial and social value of such data is immense, many challenges will have to be addressed to realize the benefits.

Our communications and associated data are mixed together in the packet-switched networks and data clouds of the Internet. They all use the same fixed and mobile devices operating with the same Internet protocols. For authorities charged with tracking down criminals or terrorists, the Internet provides a reservoir of information about their targets. But at the same time, access to the intermingled data raises concerns over personal privacy, data protection, digital security and business competition.

Governments have the responsibility to ensure that the Internet policies they pursue are consistent with fundamental human rights and the rule of law. At the same time, they have a duty to address threats from both state and so-called “non-state” actors such as terrorists and criminals of all kinds. However, it is sometimes difficult for law enforcement officials to indict and prosecute national and transnational criminal activity without having assistance from intelligence agencies and their powerful tools of digital intelligence gathering.

Complicating matters further, government data and activities themselves are vulnerable to terrorists, cyber criminals and other states through the Internet. Many governments are seeking to work with businesses to improve national cyber security to counter cybercrime, and the manipulation, disruption and destruction of critical national infrastructures. These increased risks underscore the importance of governments monitoring cyber threats. Nevertheless, some governments are conducting surveillance for purposes and in ways that have a negative effect on fundamental human rights such as privacy, freedom of expression, and legitimate dissent and protest.

The development of the Internet and its absorption into every aspect of our political, economic and social lives has provided new methods and opportunities for government surveillance. As communication of all types of data moved to Internet-based transmission, the opportunities for intelligence agencies to monitor targets by intercepting and exploiting digital data increased. This so-called “data revolution” has not only changed how surveillance is being conducted, but also what can be monitored and for how long. The Internet has facilitated the retention of large amounts
Ensuring Human Rights for Digital Citizens

METADATA VS. COMMUNICATIONS DATA

The Internet and applications that are deployed on it have created new challenges for law enforcement agencies to gather evidence for prosecuting criminals. Police and other law enforcement actors have traditionally used “communications data” as evidence to track the movement and contacts of criminals. Now that the majority of our phones are connected to the Internet, a wealth of additional, transactional metadata is also created by our mobile devices. Legal thresholds for lawfully authorized access to communications data must be redefined to ensure that the aggregated collection of metadata — such as an individual’s full browsing history — are treated with the same respect for privacy as access to the actual content of a communication, and should only be made under judicial authority. In all cases, the principles of necessity and proportionality must be applied.

of transactional data about individuals. This “data about other data” or “metadata” includes information such as an individual’s location, their browsing and viewing habits, contacts and communications, or their online purchasing habits. When correlated and analyzed, this information can provide an extremely detailed picture of a person’s life that is more intrusive than what would have been possible through the use of communications data alone — who called whom, when, where and for how long — that is available from a traditional itemized telephone billing record or pen register.

As the next section will discuss, the concerns about vast data collection, aggregation and analysis also apply to private corporations. As recent disclosures have shown, the symbiosis between corporate and governmental data collection can be murky. The Commission recognizes that businesses also have an obligation to protect human rights.

Generally speaking, national legislation has not kept pace with Internet technology innovations. Existing legal frameworks do not always address the expanded surveillance capabilities that modern technology can allow. For example, many states do not have adequate legal provisions on the collection, disclosure and use of metadata, on malicious computer hacking or on regulating access to bulk databases of personal information by their authorities. Some countries are now tackling this issue by distinguishing in law between the equivalent of communications data, widely used by all law enforcement organizations, and the deeper metadata such as the full browsing history of an individual that should require the same high level of authorization as would access to the content of an individual’s communications.

Very few nations have adequate independent accountability mechanisms and judicial oversight, which are necessary to keep state power in check. Some states, governments and militaries are even known to actively stockpile vulnerabilities, develop malware or subvert security standards, which can then be used to conduct targeted or mass surveillance. Most of this activity was conducted in secrecy and left largely unregulated, posing threats not only to the ongoing security and stability of the Internet, but to freedom and democracy. Today, it is increasingly recognized by human rights experts and leading technologists that any attempt to weaken the security of the systems on which the Internet depends threatens every nation’s interests.

Inadequate legal provisions increase the risk of an individual’s rights being violated. They can also have disproportionately negative implications for certain groups of individuals — such as members of political, religious, ethnic or social groups — who may be more likely to be placed under surveillance by the state based on aspects of their identity. This can lead to self-censorship or the violation of confidentiality for lawyers or journalists. Furthermore, government mass surveillance can impose considerable costs on business. After the revelation of US surveillance practices, there was a loss of trust in US cloud and
network equipment providers, major social media websites, search engines and email providers, ultimately impacting the profit margins of these companies.

There is a tension between the nature of the Internet, as a global, unified network and national, sovereign approaches to the governance of privacy, freedom of speech, protection from hate speech and personal data protection. Uncertainties created by the existence of legal regimes that are vastly different from one another can hinder innovation and have negative implications for the enjoyment of human rights. The IETF has recently moved to help combat some of the threats posed by government surveillance, the inconsistent regulatory frameworks in place to deal with new problems posed by the Internet, and the incompatibility of different jurisdictions’ laws intended to address those problems. Its statement argues that pervasive monitoring is an attack on individual privacy and technical steps need to be taken wherever possible to prevent such surveillance. Other organizations also have advanced a variety of principles intended to begin addressing the existing gaps in legislation. A recent example is the 2013 International Principles on the Application of Human Rights to Communications Surveillance, developed at the initiative of civil society. These principles serve as an important reference regarding how international human rights law should apply in the digital environment in the context of communications surveillance. States are called to comply with the following principles: legality, legitimate aim, necessity, adequacy, proportionality, competent judicial authority, due process, user notification, transparency, public oversight, integrity of communications and systems, safeguards for international cooperation, safeguards against illegitimate access and the right to effective remedy. It is worth noting that this issue is not new. The OECD Guidelines on the Protection of Privacy and Transborder Flows of Personal Data, adopted in 1980 and revised in 2013, state that exceptions to its principles, including those relating to national sovereignty, national security and public policy (ordre public), should be as few as possible, and should always be made known to the public.

States are obliged to protect and promote rights to privacy and freedom of expression. Even if they are not absolute rights, limitations to these rights, even those based on national security concerns, must be prescribed by law, guaranteeing that exceptions are both necessary and proportionate. Any interference with the right to privacy should not be arbitrary or unlawful, bearing in mind what is reasonable to the pursuit of legitimate aims. It is also important that governments guarantee the same human rights protection to all individuals within or beyond their borders as they do their own citizens.

**Recommendation**

Interception of communications and collection and analysis of data over the Internet by law enforcement and government intelligence agencies should be for legitimate purposes, openly specified in advance, authorized by law and requiring the application of the principles of necessity and proportionality. Purposes such as gaining domestic political advantage, industrial espionage or repression are not legitimate.

**Recommendation**

Laws concerning data collection and surveillance should be publicly accessible, clear, precise, comprehensive and non-discriminatory, openly arrived at and transparent to individuals and businesses. Their application should be overseen by a competent judicial authority, and robust independent mechanisms should be in place to ensure accountability and respect for rights. Suspected abuses of the right to privacy should be amenable to independent judicial investigation with access to an effective remedy provided to individuals whose right to privacy has been violated by unlawful or arbitrary surveillance.
Encryption and Anonymity

The massive growth in transmission of both human and machine data brought about by the Internet, coupled with online censorship and mass and targeted surveillance, offers governments, corporations and criminals new opportunities to interfere with privacy rights. Encryption and anonymity-enabling technologies are often used to improve the digital security and privacy of individuals and businesses, empowering them to make secure financial transactions online or to read, browse or share ideas and opinions without interference. In more repressive regimes, where states impose censorship, encryption and anonymity-granting technologies are essential for activism, political dissent, education and democracy, empowering individuals to circumvent barriers, access information, organize collectively and share ideas without the interference of authorities. Weakening encryption standards or allowing governments access to these kinds of secured communications can endanger those who rely on encryption technology to exercise their right to free speech and privacy. From a national security perspective, weakening encryption can also make governments more vulnerable to cyber espionage and foreign surveillance, as the state increasingly relies upon the Internet to carry out its day-to-day activities.

Nevertheless, law enforcement and intelligence agencies have complained that these technologies reduce their capacity to conduct investigations and prosecute criminal activity. Harassment, cyber bullying, hate speech and Internet trolling can take place behind a mask of anonymity. Knowing the identity of the individual behind the screen can help law enforcement agencies find and prosecute those who commit these acts. Encryption has also been identified as a technology that inhibits not only the investigation and prosecution of criminals and terrorists, but also the prevention of everyday cyber security threats. For example, the ability to monitor information sent across the network and stored online is essential for filtering spam and stopping the proliferation of illegal content, including child pornography, online. However, not all of the information used by law enforcement agencies is encrypted and inaccessible. As the 2016 Harvard report on the “going dark” debate on encryption and law enforcement found:

> Metadata is not encrypted, and the vast majority is likely to remain so. This is data that needs to stay unencrypted in order for the systems to operate: location data from cell phones and other devices, telephone calling records, header information in e-mail, and so on. This information provides an enormous amount of surveillance data that was unavailable before these systems became widespread.47

Encryption and anonymity have always been politically charged topics. In many contexts, states have placed a number of restrictions on opportunities for encryption and anonymous communication. Identification is required when a user purchases a SIM card for a mobile telephone, and it is sometimes required when users visit a major website or to register for social media websites or blogs. Anonymity online will be challenged further as future Internet users connect via mobile phones and the IoT vastly expands the number of identification and authorization technologies. Some law enforcement agencies have also demanded that companies hand over keys to encrypted data believed to contain evidence relevant to criminal and counter terrorist investigations. Where access to data is legally warranted, companies should provide data where it is practicable or technically feasible to do so, and where doing so does not unreasonably endanger the security of others’ data.

Anonymity-granting technologies and end-to-end encryption provide the security and privacy necessary for exercising fundamental human rights online and for individuals, businesses and governments to engage activities that support economic growth and social progress. Increasingly, these technologies are essential enablers of freedom of expression, freedom of assembly and association, privacy and the right to life. Encryption technology is also the bedrock for the global digital economy and is used to secure online payment systems, and for sensitive interactions with government such as providing tax information. Without encryption, these and other vital functions using the Internet would not be possible. The legal
default for all states should be to protect encryption and anonymity-granting technologies. Any infringements on the technology must be prescribed by law and in line with the principles of necessity and proportionality.

Defining what is reasonable and practical and proportionate in all circumstances will never be easy. While certain restrictions on anonymity and encryption are important and can be justified for specific law enforcement activities, it is vital that the cost of such restrictions is viewed alongside the benefits that anonymity and encryption bring. Law enforcement and companies, the technical community and civil society must all engage constructively in the debate about where appropriate boundaries lie.

Censorship

Innovations in technology have given states and corporations the technical capability, if they so choose, to conduct widespread filtering and censorship of online activity. A number of filtering technologies exist that allow states to scan communications across the Internet and identify certain words, voices or phrases that can be used to filter Internet activity. These technologies and methods go beyond gaining simple knowledge about the sites that an individual visits and can instead be used to analyze and block access to the content of websites.

The discussion of censorship has been contentious for policy makers as well as for free speech advocates. The Internet is an incredibly powerful communication platform that can foster cohesion among geographically distributed and diverse groups of people, and give individuals access to a vast amount of knowledge that can be used to improve their quality of life. However, this shift in communicative power has led to increased efforts by governments to restrict the flow of information and control content on moral, cultural, religious or political grounds. While all countries have some technical capacity to censor content, it can be hard to tell to what extent any particular government actively engages in blocking materials online. It is important to note that corporations also block and censor content for a variety of purposes. Censorship by private actors is discussed further in the next section.

Some states have developed and used very sophisticated censorship tools that allow them to censor on the grounds of political dissent or religious beliefs. When combined with surveillance technology, these tools are especially insidious, as they can be used to track down, persecute and imprison activists, educators, artists, journalists or other individuals based on their identity or beliefs, ultimately having chilling effects on freedom of expression, freedom of assembly, privacy and democracy.

Recommendation

Consistent with the International Covenant on Civil and Political Rights, no one should be subject to arbitrary interference with their privacy, including privacy of their communications, regardless of the technology used. Governments should not compromise or require third parties to weaken or compromise encryption standards, for example, through hidden “backdoors” into the technology as such efforts would weaken the overall security of digital data flows and transactions. The Internet technical community should be encouraged to incorporate privacy-enhancing solutions into the standards and protocols of the Internet, including the use of encryption of data in transit and at rest. Access to data should be legally warranted only where providing access does not unreasonably endanger the security of others’ data. Laws have to be updated and norms need to be established so that Internet companies, the technical community, law enforcement and civil society can engage cooperatively in seeking solutions as to how public security can be enhanced overall by new technologies, while the privatization of law enforcement, responsibility of human rights and governance is avoided.

§ See, for example, the Citizen Lab’s Open Net Initiative at https://opennet.net/.
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Furthermore, many censorship tactics block content by exploiting weaknesses in the existing Internet infrastructure and standards. These kinds of tactics can have negative implications for the overall reliability of the Internet that extend far beyond the borders of the country attempting to impose censorship.

Governments should promote and protect freedom of expression and take steps to encourage the free flow of information online. However, it is important to recognize that some Internet content can be illegal. While ensuring consistency with international human rights standards, governments should make clear to the public what kinds of content they intend to restrict online. Any restrictions to online speech and content must be prescribed by law, pursuant to a legitimate aim, and necessary to achieve that aim. Censorship for political or economic advantage, or discrimination against any religious or other identifiable group of people is not legitimate. Consistent with the UN Joint Declaration on Freedom of Expression and Responses to Conflict Situations, shutting down entire parts of communications systems to block objectionable content can never be justified under human rights law.

Recommendation

Private actors should not become the enforcement arm of governments. Any special or secret agreements between governments and private actors to restrict or limit access to Internet content, or to limit access to communication should be made transparent. Illegal public-private cooperation should be terminated. Private companies should publish transparency reports that reveal the amount of content being restricted or blocked in response to requests by governments, for what purposes and by what means. Governments must allow companies to publish aggregate information about what they have requested and how the company responded. Civil society plays an important watchdog role. In addition to the volume of requests made, the terms under which companies must comply with government requests must be made open and the rationale for removal must be made transparent.
Extraterritoriality

Because of the transnational nature of the Internet, the issues surrounding the impact, both positive and negative, of intelligence and law enforcement activity on human rights do not stop at state borders. Liberal democratic states afford some protections to those in their jurisdiction against unwarranted surveillance, but do not have authority beyond their borders. Some states claim extraterritorial application of their domestic law over Internet companies providing services in their jurisdiction, but when based overseas such companies can then find themselves subject to a clash of laws absent bilateral legislative agreements. This problem is exacerbated for two reasons. First is that many of the key Internet infrastructure and connection points are located in a limited number of jurisdictions. The second reason is that data is routed on the principle of efficiency. Thus, individuals often do not choose or even know where their data is housed. It is even more certain that individuals do not choose where their packets are sent by the network before they reach their final destination. These two factors mean that an individual’s data often fall subject to foreign laws that may have less stringent privacy or security protections than the individual’s home jurisdiction. This issue applies as well to personal data held by private-sector companies that, for commercial reasons, wish to store or process it overseas.

In 2013, leaked government documents appeared to reveal that the US government was acquiring user data from US cloud providers and Internet companies. This caused an outcry from domestic and international communities: profits dropped as customers around the world lost confidence in these companies. In addition to demands for new data privacy standards, many countries are now requiring companies to store data locally — in an attempt to shield it from international surveillance. According to Matthias Bauer, Martina F. Ferracane and Erik van der Marel in GCIG Paper No. 30, data localization can result in efficiency losses that undermine economic productivity and growth. Furthermore, data localization is not an effective way to address the crux of the surveillance problem: malware can be installed on servers to collect, interpret and redirect traffic, and data can be intercepted while in transit through other jurisdictions. Data localization also increases the opportunity for states to conduct surveillance nationally. It is important to note that the problem of data localization goes beyond the scope of surveillance — many countries use localization requirements to conduct censorship and silence dissent, or in an attempt to protect sensitive data from leaving the country.

International sharing agreements also pose a new issue for privacy and the protection of personal data. Governments may be tempted to use the ambiguity created by the borderless nature of the Internet to spy on their own citizens abroad, or to arrange with their sharing-agreement correspondents to collect information in their sovereign space. Such agreements must not be used to gather information about individuals that would not be authorized by domestic law in the participating states. Sharing agreements can be important tools for dismantling terrorist or international criminal networks. However, if they are used to circumvent national laws on data collection or protecting privacy, sharing agreements pose a serious threat to human rights and democracy.

Improving Export Controls for Surveillance Technologies

Some aspects of the market in ready made or “click and play” surveillance technologies are largely unregulated. This is remarkable for a retail market that was estimated in 2011 to have a value of around $5 billion a year. In particular, the unregulated market for exfiltration technologies has serious security and human rights implications. Civil society organizations and investigative journalists have demonstrated how these systems are actively marketed and sold to governmental actors with dubious human rights records, who then use them to spy upon journalists, human rights activists or opposition figures. After one of the sellers of these surveillance technologies was hacked, it claimed that its tools could now freely be used by criminals and terrorists.

Controlling the abuse of surveillance, lawful-intercept and other targeted digital-attack technologies needs to be managed by a multi-pronged approach. To date, the primary focus of this debate has revolved around the 2013 agreement among 41 states — known as the
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**Recommendation**
International data-sharing agreements between governments should not be used to circumvent the national laws of a country and should respect human rights. Intelligence agencies should be subject to democratic and judicial oversight.

**Recommendation**
A multi-pronged approach is needed to address the ongoing issues related to export control and dual-use technologies. In addition to bringing in human rights considerations, and improving the existing definition of intrusion software in the Wassenaar Arrangement, more recognition should be accorded public research efforts, and “smart” regulatory approaches are needed to provide industry with guidance on what are acceptable limits in their research and development of security products.

Wassenaar Arrangement — to accept proposals to extend the list of items accepted as being subject to export controls to include “intrusion software” and “IP network communications surveillance systems,” as well as related software, systems, equipment and components. This revision was heavily criticized by the security community and industry, resulting in renewed efforts to renegotiate the language. Unfortunately, governments’ focus on one remedial instrument has obscured other approaches, such as the use of legal remedies and the importance of public research conducted by organizations like the Citizen Lab. In addition, pressures could be brought to bear on companies themselves, requiring them to be more transparent and accountable about the abuse of their products and services.

**The Protection of Children Online**

One of every three Internet users in the world is a child. The Internet is becoming the main medium through which children collaborate, share, learn and play. Research conducted for the GCIG has demonstrated that the Internet can help transform a child’s learning opportunities by increasing their access to knowledge and online resources at new and unprecedented rates, and can provide new opportunities for civic engagement or individual expression through content creation and social media.

However, protecting children online, as in the physical world, requires special consideration. A two-pronged approach is most effective. As digital natives, children are often far more well-versed in digital technologies than their parents, teachers or legal guardians. But they are still children, and are often not aware of the potential harm that could occur to them while online. One pillar of online safety for children is child empowerment. Whether through government educational programs, schools, community programs or camps, children need to be taught how to protect themselves while using the Internet.

The second pillar for keeping children safe online is child protection. Law enforcement plays a key role in tracking, arresting and prosecuting criminals who target children. Law enforcement’s work is being both complicated and enhanced by new technologies. The Onion Router (Tor), for example, is a boon for those who would hurt children, as it provides for anonymous web browsing, which can allow an offender to view and upload child abuse content with less chance of being caught by the police. Technological advances can also help law enforcement identify perpetrators and victims. For example, the ability to ascertain fingerprints from digital photos or the use of hashes all assist law enforcement in finding perpetrators and victims, so they can remove illegal content.

Enforcement is not confined to law enforcement alone. Private companies can also help to protect children online by actively taking down illegal content from their services. Parents, too, need to be watchful of what their children are doing online, and recognize that many youth spend an inordinate amount of time interacting with others via digital technologies.
Our online lives, to an ever-greater extent, are becoming reliant on private sector companies in one of three roles: as providers of Internet access; as Internet-based providers of content or other digital goods; or as providers of traditional goods and services, as online retailers or by offering augmented banking, insurance or other services. In all of these roles, corporate actors of all sizes are able to exert greater influence over our lives and fundamental human rights.

Corporations regularly store, manipulate and analyze our data as we use their networks and infrastructure to find or create content, send emails or messages to our friends and family, engage in commercial transactions, or to share and store content. Private sector actors are also increasingly “digital gatekeepers” who control the flow of information across the network. As gatekeepers, they have the ability to decide whether to deliver content or to take it down. They determine how fast or slowly we send and receive data. They also have the power to suspend or delete user accounts. Companies that play these roles are known as Internet intermediaries. The Association for Progressive Communication has identified two kinds of Internet intermediaries: “conduits,” which provide Internet access or transmission services; and “hosts,” which provide content services such as online platforms or storage services.

As the commercial Internet emerged, the number of users grew exponentially, along with the amount and type of Internet content being exchanged. This explosion has provided new kinds of business opportunities for intermediaries by indexing, organizing, using and selling the data and information about its users. Coupled with the increasing digitization of everything, the behaviour of private sector actors is introducing new and significant challenges for human rights online.
Commercial Data Gathering, Processing and Use

Access to data is increasingly valuable, driving much of the global information economy. Many companies operating on the Internet are building businesses on their ability to use and sell the data they gather. Today, the business models of many online companies are based on advertising, where user data is collected and stored in exchange for providing a “free” service to their users, and then sold directly or indirectly to third parties. Data collected from customers are often used for purposes not explicitly revealed to those who provide the data, and used without their permission.

Creative approaches to aggregating and manipulating data are fuelling analytics to the benefit of innovation (i.e., data-driven innovation). Open data — that is, machine-readable information, particularly government data made available to others — has the potential to empower citizens, improve government transparency and improve the delivery of public services. It can become an instrument for breaking down information gaps across industries, allowing companies to share benchmarks and spread best practices that raise productivity. Real-time data combined with analytics can provide unique insight into some of the world’s most serious problems, including disease outbreaks, food shortages and price volatility, global financial crises or human rights violations. However, data sharing raises important concerns about respect for users’ privacy and security, as well as about who owns the data and under what conditions. These concerns only increase with the growth of the IoT.

Commercial use of personal data usually involves its collection and packaging for commercial or marketing purposes. A thriving market has emerged in the collection, aggregation and analysis of individuals’ data. Firms accrue tremendous benefits from analyzing personal and communications information. Companies use big data analytics to glean detailed customer insights that enable them to tailor their products and strategies for micro-segments of the marketplace. Data analysis can lead to better targeted advertising by companies, and can helpfully point users toward products they may be interested in. Companies such as YouTube and Amazon frequently analyze their users’ viewing and shopping habits, making recommendations based on their previous interests and preferences. Similarly, real-time location data can be useful for improving commute times. For example, applications such as Waze or Google Maps provide traffic updates and optimize travel routes based on real-time location data. While there is value for individuals in the aggregation of personal information, it is essential that individuals are informed of, and given the option to consent to, the various uses of their data.

Internet users — the primary source of communications data — may be unaware that they are producing data (or causing data about themselves to be produced), either directly or as the basis for inference, that could be valuable to others. They may also not be aware of what their data is being used for or who is using it. When users’ personal information is sold to third parties, it becomes significantly more difficult to track, making it hard for individuals to know who has access to their information, how it is being used and for how long. Although this information is sometimes made available in terms of service agreements, people routinely consent to them without reading the full agreements or understanding how companies are using or misusing their information. Often, terms of service agreements are unavoidable in the context of what a user wants to do, and users have little to no ability to negotiate the contracts themselves. In addition, there are not any real options to accepting the terms dictated by corporations: certain dominant Internet service providers — such as search engines, email or social media — have become an essential part of society. Opting out of these agreements can amount to opting out of the networked economy and digital public sphere.

Today, some companies surpass governments in their capacity to collect, store, integrate analyze and make use of personal and transactional data. These companies are increasingly attractive targets for cyber infiltration by criminals or pranksters, and
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GUIDELINES ON THE PROTECTION OF PRIVACY AND TRANSBORDER FLOWS OF PERSONAL DATA

Collection Limitation Principle
1. There should be limits to the collection of personal data and any such data should be obtained by lawful and fair means and, where appropriate, with the knowledge or consent of the data subject.

Data Quality Principle
2. Personal data should be relevant to the purposes for which they are to be used, and, to the extent necessary for those purposes, should be accurate, complete and kept up-to-date.

Purpose Specification Principle
3. The purposes for which personal data are collected should be specified not later than at the time of data collection and the subsequent use limited to the fulfilment of those purposes or such others as are not incompatible with those purposes and as are specified on each occasion of change of purpose.

Use Limitation Principle
4. Personal data should not be disclosed, made available or otherwise used for purposes other than those specified in accordance with Paragraph 9 except:
   a) with the consent of the data subject; or
   b) by the authority of law.

Security Safeguards Principle
5. Personal data should be protected by reasonable security safeguards against such risks as loss or unauthorised access, destruction, use, modification or disclosure of data.

Openness Principle
6. There should be a general policy of openness about developments, practices and policies with respect to personal data. Means should be readily available of establishing the existence and nature of personal data, and the main purposes of their use, as well as the identity and usual residence of the data controller.

Individual Participation Principle
7. An individual should have the right:
   a) to obtain from a data controller, or otherwise, confirmation of whether or not the data controller has data relating to him;
   b) to have communicated to him, data relating to him within a reasonable time; at a charge, if any, that is not excessive; in a reasonable manner; and in a form that is readily intelligible to him;
   c) to be given reasons if a request made under subparagraphs(a) and (b) is denied, and to be able to challenge such denial; and
   d) to challenge data relating to him and, if the challenge is successful to have the data erased, rectified, completed or amended.

Accountability Principle
8. A data controller should be accountable for complying with measures which give effect to the principles stated above.

susceptible to efforts to jeopardize the confidentiality, availability and integrity of these large data pools. To maintain their users’ confidence, companies have to demonstrate a high level of respect for, and protection of, the security and privacy of their information holdings. At the same time, companies must exhibit accountability to both governments and customers by demonstrating good stewardship in responding to lawful government requests for access to their users’ data. They also must contend with increasing numbers of requests for access to data from foreign law enforcement agencies, due to the transborder nature of many activities taking place on the Internet. These responsibilities can and do put companies in unfamiliar and difficult situations where they need to make judgment calls on how to respond appropriately to competing demands. The Commission supports the OECD Guidelines on the Protection of Privacy and Transborder Flows of Personal Data as a source of inspiration for managing these difficult situations.

We must reverse the potential for eroding trust in the Internet brought about by the non-transparent market in collecting, centralizing, integrating, analyzing and exploiting enormous quantities of private information about individuals. There are growing calls for regulators, or for the industry itself, to establish standards for transparency and accountability mechanisms to increase confidence in the marketplace. For example, the Digital Equilibrium Project — which brings together stakeholders from privacy, technology commercial, law enforcement and national security communities — has suggested a “transactional model” for privacy, which enables users to understand, set and change the parameters under which their data will be stored, used and shared.58

Corporations as Digital Gatekeepers

Algorithms and Access to Information

Our online world is increasingly being structured by “algorithmic decision making,” where companies and other actors hosting big data sets use complex statistical formulas — algorithms — to analyze their data to identify patterns and make future predictions, sometimes resulting in surprisingly accurate profiles of demographic groups down to the individual level. Search engines, banks, insurance providers and credit rating agencies are collecting information about individuals and converting it into ratings, scores and risk calculations, which have serious implications for our lives. The cross-platform nature of this collection can create a very detailed profile of an individual: a bad credit score can cost someone a mortgage, and a health risk calculation could increase the costs of one’s health insurance or make them ineligible for

Recommendation

Individual users of paid or so-called “free services” provided on the Internet should know about and have some choice over the full range of ways in which their data will be deployed for commercial purposes. They should not be excluded from the use of software or services customary for participation in the information age, and should be offered the option of purchasing the service without having to agree to give the provider access to their personal information. Terms of use agreements should be written in a clear and accessible manner and should not be subject to change without the user’s consent. Businesses should demonstrate accountability and provide redress in the case of a security breach or a breach of contract.

Recommendation

To assure the public that their data is being appropriately protected, states that do not already have comprehensive personal data protection legislation and a privacy enforcement authority with legal enforcement powers should take steps to create such regimes.
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HOW ALGORITHMS CAN INFLUENCE HUMAN BEHAVIOUR

In 2012, Facebook conducted a week-long experiment that randomly selected approximately 700,000 users and exposed them to different types of emotional content. One group was exposed to positive content and the other to negative content. However, no information was given to users regarding the experiment. In fact, many did not even know they were participating. The study found that “[f]or people who had positive content reduced in their News Feed, a larger percentage of words in people’s status updates were negative and a smaller percentage were positive. When negativity was reduced, the opposite pattern occurred. These results suggest that the emotions expressed by friends, via online social networks, influence our own moods, constituting, to our knowledge, the first experimental evidence for massive-scale emotional contagion via social networks.” Although this was just an experiment, it demonstrates the real power of large platforms to influence human behaviour. Search engines and other providers can modify our search results for different commercial, political or regulatory goals. However, it is unclear how these algorithmic decisions are made.

certain kinds of coverage. At the same time, these algorithms determine what a user sees: companies use algorithms to deliver recommendations based on shopping or viewing habits, and news agencies, social media and search engines use algorithms to deliver content that a user might like. Most of these algorithms are proprietary — leaving them immune from public scrutiny, transparency and accountability. This can have chilling effects on individual rights and democracy, by impacting human behaviour and opinion, and by limiting our ability to access the full range of content available to us online.

The impact of algorithms on people’s lives is becoming more and more significant. The code that operates and governs the digital economy, access to information and other online activities is increasingly used to make decisions for us and about us. Algorithms written by corporations that operate online can decide what content receives attention and what gets ignored or censored. Algorithms are not necessarily neutral: they incorporate built-in values and serve business models that can lead to unintended biases, discrimination or economic harm. While many people are familiar with the role of algorithms in online searches or the curation of social media timelines, their role is expanding into areas such as hiring and finance. Employers, for example, can now access not only the type of information contained in traditional resumes, but also personal and reputational information regarding job seekers and employees. These are data-driven insights that could be used to reduce job discrimination or to introduce new forms of it. The increasing use of algorithms across society comes with considerable risks that the underlying data and algorithms could lead to unexpected false results, in particular when the algorithms are used for automated decision making.

Data-driven innovation and the IoT are increasing the number of automated decisions based on algorithmic calculations, which creates more than just digital security concerns; it produces ethical and legal ones as well. To ensure that the public interest and individual rights are safeguarded, some oversight and accountability are needed. The creation of liability frameworks is one avenue for policy makers to consider as they begin addressing security risks.

In particular, given the social and economic costs to third parties and individuals, further thinking on the attribution of responsibility for inappropriate decisions and the attribution of liability between decision makers, data and algorithm providers is necessary. This also calls for a careful examination of the appropriateness of fully automated decision making and the consideration of transparency requirements and human intervention in areas where the potential harm of such decisions may be
significant (for example, harm to the life and well-being of individuals, or the denial of economic or social rights).

Despite their increasing impact on societies, algorithms remain highly opaque. That makes it difficult for outsiders to understand the rationale behind algorithm-driven outcomes and to assess algorithms’ (unintended or collateral) effects. Understanding the purpose and outcome of algorithms will be increasingly important for enforcement of competition and consumer protection policies. Government agencies are beginning to investigate the implications of requiring algorithmic transparency. However, asking corporations to reveal the complete algorithms on which the health of their business rests is probably unrealizable. Algorithms benefit from intellectual property rights protection, and in many cases underline the basic business models of large companies.

Furthermore, a full algorithmic transparency requirement would not necessarily always be a good idea, even from a public perspective. Drafting and implementing regulation would involve trade-offs, consideration of special cases, application of a variety of policy considerations beyond privacy, and the potential for creating whole new sets of unintended consequences. For example, although the functional core of Google’s algorithm has been known for years, certain aspects of the algorithm are held as trade secrets. Some of the secret elements are designed to thwart search engine optimizers, which are services that aim to boost a site’s rank in search results by attempting to understand a search engine’s methods and manipulate them to distort the results in a client’s favour. The effectiveness of those aspects of the algorithm depends on their remaining secret. Some critics of the idea that Google should be required to disclose its full algorithm therefore contend that the result of full algorithmic transparency would not only be bad for Google, but for all users of their services. The optimizers would be granted complete knowledge of how the algorithm works, and with that information in their hands, Google’s search results would soon become distorted and unreliable.

The debate about algorithmic transparency, like the debates around intellectual property protection, are unlikely to be resolved anytime soon, given that strong views are held on both sides. Although algorithmic transparency can be viewed as a good thing because it would enable oversight to protect the public interest and individual rights, and even though that transparency would increase knowledge diffusion and is viewed by some to be positive since it promotes innovation, there are special cases in which society may be better off if proprietary algorithms remain out of public view. Furthermore, although it may seem intuitively true that algorithmic transparency would promote competition (for example, by discouraging search engines from favouring their own subsidiary businesses in search results), the example above shows that transparency is just as capable of harming competition as non-transparency.

One possibility is to make algorithmic verifiability rather than full algorithmic transparency an element of oversight in the digital economy. This algorithmic verifiability would require companies to disclose information allowing the effect of their algorithms to be independently assessed, but not the actual code driving the algorithm. Without an understanding of the impact of algorithms, competition and antitrust investigations, as well as actions to address liability, can become virtually impossible. Nonetheless, the possibility of unintended consequences and special cases — even with respect to this more limited type of algorithmic disclosure — suggests that the costs and benefits of algorithmic verifiability should be widely studied before any regulatory action is recommended, and that this should be done in an inclusive manner, involving stakeholders from across the spectrum of policy domains that could be affected.

**Recommendation**

Because algorithms are set to have such an all-pervasive effect on society, governments, private sector representatives, civil society and technologists need to come together to study their effects.
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Freedom of Expression and Intermediary Liability

Companies have increasingly become the arbiters of freedom of expression. Through their ability to impose the takedown of private content, companies are increasingly navigating difficult social problems, ranging from hate speech, harassment and cyberbullying to revenge pornography or child pornography. Every day, content providers and intermediaries must determine whether to block content that engenders hatred or violence, and on whose authority. Although some kinds of content, such as child pornography, are reprehensible in virtually all societies, other kinds of content may be legal in one society and illegal in another. Questions of culturally determined values and morality pose even more difficult problems. The line between what to block and what to maintain is not easy to draw, as Emily Taylor notes in GCIG Paper No. 24, “decisions are difficult, nuanced and different cultures have varying tolerance levels.”

As the transnational nature of the Internet forces private companies to play a growing role as policy makers in spaces where governance was traditionally carried out by the state, there are increasingly contentious battles taking place at the intersection of intermediary liability, personal privacy and access to information. In 2014, a Spanish man brought a case to the Court of Justice of the European Union, complaining that Google’s search results indexed news stories that contained personal information about his past financial difficulties. As a result of this complaint, the Court of Justice ruled that personal data should be removed from search results on a person’s name when this information is outdated, inaccurate, inadequate, irrelevant or devoid of purpose, and when there is no public interest. Ultimately, this caused a wave of requests made by citizens concerned with protecting their personal privacy.

However, this decision was widely criticized on the basis of its potential to create a number of problems for freedom of expression and human rights. The delisted search results are not accessible to any user in the European Union. Questions then arise about whether this is the appropriate way to implement the court ruling, including whether or not the removal of search results should be imposed in all territories served by Google. One of the biggest flaws of the ruling is that it places a commercial company in the uncomfortable position where they are required to determine the appropriate balance between the right to privacy of a person versus the interest of the general public in accessing that information. While Google posts the number of requests it complies with, it does not provide any transparency in the reasoning for removing certain instances of searchable content and not others. Private companies — as opposed to courts and legislatures — are only accountable to their shareholders; they should not be the arbitrator on how to weigh fundamental rights and public interests.

Content intermediaries are evolving institutions. As a result, government policy makers are struggling to understand these new roles and to determine whether and how to legislate or regulate new behaviours in this nascent and fast-changing industry. The situation is further complicated by the transnational reach of these intermediaries. The concept of Internet intermediary liability has emerged as a way to regulate or require the takedown of harmful or illegal content. Intermediary liability can be applied in a variety of contexts, including: copyright infringements, digital piracy, trademark disputes, network management, spamming and phishing, cybercrime, defamation, hate speech, child pornography, censorship or privacy protection.

Different governments have developed different models of liability. For some governments, intermediaries can be held liable for content because they directly contributed to an illegal activity or because they had the ability to control the content and derived some kind of financial benefit by not doing so. Other governments offer “safe harbours” to intermediaries, where they are not liable for user actions on their platforms as long as their own actions stay within the rules laid out in the safe harbour provision. Safe harbours are considered an important element in supporting the emergence of innovative services by providing intermediaries with enough legal clarity to conduct a wide range of activities.
MANILA PRINCIPLES ON INTERMEDIARY LIABILITY

Introduction

All communication over the Internet is facilitated by intermediaries such as Internet access providers, social networks, and search engines. The policies governing the legal liability of intermediaries for the content of these communications have an impact on users’ rights, including freedom of expression, freedom of association and the right to privacy.

With the aim of protecting freedom of expression and creating an enabling environment for innovation, which balances the needs of governments and other stakeholders, civil society groups from around the world have come together to propose this framework of baseline safeguards and best practices. These are based on international human rights instruments and other international legal frameworks.

Principles:

1. Intermediaries should be shielded from liability for third-party content.
2. Content must not be required to be restricted without an order by a judicial authority.
3. Requests for restrictions of content must be clear, unambiguous, and follow due process.
4. Laws and content restriction orders and practices must comply with the tests of necessity and proportionality.
5. Laws and content restriction policies and practices must respect due process.
6. Transparency and accountability must be built into laws and content restriction policies and practices.

Source: https://www.manilaprininciples.org/.

Recommendation

Legally required takedown of content should happen at the source of the content — or where it is being hosted. Data aggregators and social media websites must be responsible for the takedown of unlawful content that is hosted by them. Any takedowns should be subject to the legal principles of openness, conflict of interest, transparency and appeal. Network operators and Internet intermediaries should not be held liable for the use of their infrastructure or services for illegal purposes. At the same time, when presented with legitimate warrants, private companies should cooperate with law enforcement agencies.
The Responsibilities of the Private Sector

Infrastructure and Service Intermediaries, Freedom of Expression and Network Neutrality

Thus far, this section has spoken to the role of content intermediaries in relation to law enforcement, particularly with regard to human rights. However, infrastructure and service intermediaries — or companies that handle the transmission of data — are also important private sector actors that may influence and, in some cases, govern how we access information online. Like content intermediaries, infrastructure and service intermediaries can block content. Notably, these actors have different tools at their disposal. Instead of issuing takedown notices, infrastructure and services intermediaries can redirect traffic away from websites. While these actions do not remove content from its source, they can effectively remove the pathways that allow users to access it. In some countries, infrastructure and service intermediaries are used to block access to certain websites — including social media websites such as Twitter, Facebook or YouTube, or websites where pirated and copyright material is being hosted. Difficult questions have arisen, including what might be the justification for requiring a private entity to act in lieu of a law enforcement agency, and under what conditions.

Similarly, infrastructure and service intermediaries can influence or determine the conditions under which content is made available to users. An active debate, generally known as the network neutrality issue, has emerged over what types of control are acceptable and under what circumstances. Network neutrality is the principle that Internet traffic should be treated equally and that network operators should be prohibited from prioritizing, throttling or blocking particular types of traffic that flow across their network. The Commission supports the idea that Internet traffic should be treated equally, without discrimination, restriction or interference, independent of the sender, receiver, type, content, device, service or application. This principle does not rule out so-called “specialized services” such as hospital-to-hospital communications that require higher speeds or routine traffic engineering and management practices that ISPs regularly engage in.

Some network operators argue that traffic management techniques can be used to improve the overall efficiency of the network. For example, VoIP (voice over Internet Protocol) calls or other streaming services may be given priority over email content, as delays make a noticeable difference in streaming video as opposed to sending and receiving emails. However, there are serious concerns that network operators may go beyond what is necessary to ensure that data is flowing smoothly and efficiently across their networks. For example, given the dominance of the large Internet content providers and a very few service providers, there has been concern that some network operators may be using traffic management techniques to benefit their own or their partners’ services or for other types of commercial gain, or to help achieve political goals. For example, some media coverage has demonstrated the governance role that can be played by network operators in curbing online piracy, by throttling a user’s home Internet when they are uploading and downloading large amounts of data.

Recommendation

In order to keep the Internet open and to foster innovation and competition through the digital ecosystem, regulators should demand transparency and prohibit arbitrary discrimination by the main gatekeepers across the value chain. This would include blocking legal content or applications, throttling network speed or anti-competitive behaviour to advantage the gatekeeper’s preferred services. Consistent with good regulatory practice, a technologically neutral approach should be sought.
When most people think about the Internet, what usually comes to mind is the content it makes available or the tools that enhance their social, economic, intellectual and political lives. Beneath the surface level of content, of course, is a globally distributed ecosystem of logical and physical infrastructure that keeps the Internet operational and creates the conditions for digital innovation and the free flow of information. In the twenty-first century, trust in digital markets and, to an increasing extent, the public sphere, political systems and industrial control systems requires trust in this underlying technical infrastructure. This infrastructure is not static but continuously evolving and shaped by the values of its designers. The success and growth of the Internet can convey a sense that this underlying technological ecosystem is stable, secure and resilient, but these qualities cannot be taken for granted.

Several global developments are challenging rather than strengthening the stability and universal reach of the Internet. Some of these problems are technical, such as new security challenges arising from the IoT. Some are economic, such as the private industry movement toward proprietary and walled services. Some are political, such as governments placing restrictions on where private companies store customer data or attempting to impose other alterations to Internet infrastructure with the goal of achieving unrelated policy objectives. In some cases, political objectives and ideologies such as cyber sovereignty, where governments seek to exercise control over the Internet infrastructure within their own borders, conflict with how the topology and global infrastructure of the Internet actually works in practice. The advocacy of multilateral or top-down governance approaches versus multi-stakeholder approaches can also be seen as a conflict between a
Westphalian or “bordered” view of the Internet and a topological infrastructure view.

The Commission believes that it is necessary to preserve the core transnational infrastructure of the Internet to support the global digital economy and the free global flow of information. The Commission calls upon private industry and governments to reject approaches that tamper with the Internet’s core global infrastructure for political advantage; instead, they should promote the technological conditions that enhance the stability and resiliency of the universal and open Internet infrastructure so essential for continued growth in the digital economy.

The Public Interest in the Stability and Resiliency of Internet Infrastructure

Much of the global attention on Internet governance focuses on content-centric issues, including concerns about freedom of expression, intellectual property rights enforcement, data breaches and spam. Another set of governance concerns addresses usage issues such as the effects of Internet penetration on global trade and development. Often missing in these discussions is attention to the Internet infrastructure, rather than the content that traverses it, the applications that make it easy to use or the people that communicate over it.

The vast majority of the virtual and physical infrastructure of the Internet is invisible to those who use it, although it is becoming as important to society as natural resources. This infrastructure includes interconnection points, technical protocols, security architectures, intermediary platforms, wireless systems, radio frequency spectrum and satellite orbital slot allocations, undersea cables, human capacity, institutions, and names and numbers. Underlying all of these are other general-purpose critical infrastructures such as the power grid. This Internet infrastructure can be thought of as a shared global public resource, owned and operated primarily by the private sector. Trust in the markets, the public sphere and political systems that use the network requires trust in the digital infrastructures upon which all of these systems rely. The critical services of finance, trade, transportation, health care and industrial control applications for energy and water treatment are completely dependent upon the stability of this technical scaffolding. What is at stake is not just society’s ability to communicate, but rather its ability to function day-to-day in all aspects of life. There will soon be 50 billion objects connected over the Internet. In the near future, it will be the daily reality of life that everything from wireless heart monitors to driverless cars will depend upon the Internet to function. In this context, the stability and resiliency of the Internet is essential, because it is the infrastructure on which all other infrastructures now depend.

Internet infrastructure is not static but evolutionary. History has shown that it is constantly evolving, and has so far managed to seamlessly accommodate diverse categories of platforms ranging from mobile systems to industrial sensor systems to digital health environments. This diversity will only increase in the future. The layered model of Internet protocols has helped enable this “organized chaos” of Internet adaptability. Stability and resiliency are essential for access and innovation, and they have coexisted and can continue to coexist despite technological disruption and change. This balance between stability and innovation is able to occur in part due to common technical standards designed to allow unanticipated innovation to occur.

Internet infrastructure is not neutral. The design and implementation of infrastructure reflects particular social values and economic interests, and embeds the values held by its designers. The underlying values matter greatly. There is a reciprocal relationship between technical design and social forces. Technical decisions reflected in the design of the infrastructure shape what is possible to achieve through governance, and policies have a profound effect on the design, stability and resiliency of the underlying infrastructure. Stability in the face of ongoing innovation, change and disruption is not a given, but something that has to be continuously shaped by the design and administration of the system, which reside primarily in the technical community and the private sector.
Stability actually supports disruptive innovation. If the environment is not sufficiently predictable, innovation is impossible. So one needs sufficient stability for innovation to take place, but this should be established through means that do not inhibit innovation. Internet infrastructure has achieved an equilibrium between stability and disruptive innovation because of the reliance of certain design and administrative principles. These principles are well expressed by what the Internet Society (ISOC) describes as Internet invariants.69 Specific technologies, protocols and transmission systems have continuously evolved, but arguably there have been some consistent technical norms shaping how the Internet is designed and administered, contributing to the resiliency and generativity of the Internet. These traditional (or historic) norms of Internet infrastructure include, among others:

- **global reach**: the potential of any end device to reach any other regardless of location;
- **general purpose**: the capacity to support a diversity of applications;
- **permissionless innovation**: in which anyone can introduce a new Internet application without a gatekeeper’s consent;
- **accessibility** for anyone to consume or contribute content;
- **interoperability and mutual agreement**: to allow for connectivity among devices made by different manufacturers;
- **collaboration** among stakeholders (such as on standards);
- **reusable building blocks**: so that technologies can build upon existing innovations; and
- **no permanent favourites**: so that new entrepreneurs can introduce innovative new products that potentially become market leaders of the future.

Global reach and interoperability, in particular, are some of the design characteristics that have moved the Internet closer to universality and allowed for the transition from many non-interoperable networks to one interconnected Internet.70 As Internet engineer Leslie Daigle has summarized in GCIG Paper No. 7, “A network that does not have these characteristics is a lesser thing than the Internet as it has been experienced to date.”71 While never perfectly implemented and always marked by tensions between conflicting interests and competing geopolitical values, these principles of infrastructure design and administration have enabled the Internet’s growth and its architectural capacity for stability and resiliency in the midst of rapid innovation and creative destruction. Admittedly missing from the original design of the Internet are inherent security features such as confidentiality, integrity or authentication. For example, the DNS, in its original design, does not include cryptographic features to authenticate queries. Attempts to retrofit critical security features into various aspects of the Internet’s design have been ongoing and continue today. Swift and widespread action now could ensure that security is built into the design of the IoT. The remainder of this section explains the trends that are eroding, rather than strengthening, the Internet’s resiliency and highlights opportunities for policy makers and the private sector to cultivate the technological conditions that reflect the Internet’s historic trajectory toward growth and innovation.

**Pushing Back Against Trends That Destabilize Internet Infrastructure**

Several global developments are poised to weaken rather than strengthen the resiliency of the Internet, which will have direct effects on the efficiency and cost of using the network.72 These developments can be categorized as follows: Internet fragmentation; slow deployment of technologies such as Internet Protocol version 6 (IPv6) and Domain Name System Security Extensions (DNSSEC); policies that tamper with infrastructure arrangements in a way that could potentially compromise the Internet’s stability; and the marketplace promotion of proprietary approaches. What these trends have in common are both a weakening of Internet infrastructure and a push toward the fragmentation of the Internet, rather than preserving the principles of universality and global reach.
Internet Fragmentation

Fragmentation is already a part of the Internet at several layers. At the infrastructure layer, a lack of basic Internet technologies, such as IXPs, limit users’ access to the network and impede the quality of their service. At the logical layer, the incomplete transition from IPv4 to IPv6 creates problems of backward and forward compatibility, while at the content layer, the Internet is fragmented due to the censorship practices of repressive regimes. At the institutional layer, different legal regimes and regulatory environments fragment the norms and laws that govern cyberspace.73

Added to these already existing forms of fragmentation are a number of troubling trends that threaten to fragment the network even further.74 One such trend is driven by private market forces. Many companies are now developing a number of propriety platforms that limit the traditional openness of the Internet. Another source of fragmentation is the growing level of geopolitical contention, particularly between Western regimes that favour the current open Internet and regimes of states pursuing a misguided vision of Internet sovereignty — erecting borders in cyberspace and asserting the government’s right to impose significant constraints on the free flow of information on the Internet.75

These forms of fragmentation are costly for individual Internet users and for the global economy. Fragmentary legal systems requiring, as an example, local data storage threaten to expel financial services that cannot afford the costs. More generally, the restriction of the free flow of data tends to lead to significant reductions often over one percent, to a nation’s GDP per capita with even larger reductions in investment exports and aggregate welfare.76 At another level, state-imposed restrictions on content fragment the system and impinge upon the right of individuals to free expression.

The World Needs IPv6 to Meet the Demands of New Technologies and Emerging Markets

In the same way that streets use numbers to identify individual houses, the Internet uses unique virtual addresses to identify elements within its network. IP addresses are at the heart of how the Internet works, because routers use them to transmit information to its destination. The historic pool of 4.3 billion IPv4 addresses is exhausted — there are no more unallocated numbers. There are resource constraints in parts of the world without large reserves of IPv4 addresses.77 Workarounds are creating complexity and security vulnerabilities. A new version of the protocol (IPv6) creates an enormously large reserve of available IP addresses (340 undecillion). While the standard has long been completed, it has not been extensively deployed, in part because it is not backward compatible with IPv4. Therefore, operators are forced to use workarounds to accommodate both IPv4 and IPv6. Particularly in the context of the IoT, the

Recommendation

The deployment of IPv6 by network operators is critical to the growth of the Internet. Governments and the private sector can play a leadership role in the wider implementation and adoption of IPv6 by promoting awareness and incentive programs in collaboration with the technical community. Governments should use their position as large ICT customers — for instance, by using their procurement policies to specify a requirement for IPv6 compliant products, software and network services. New applications, services and networks deployed by public agencies should be IPv6 compliant by default. ISPs and other network operators should continue to deploy IPv6 networks both for their customers and for upgrading their own infrastructure and services to be fully compliant. The Internet technical community offers best practices and guidelines accessible to network operators.
digital economy will greatly benefit from an effective transition to IPv6, due to the large number of objects that will become directly connected. Part of the collective action problem is that smaller players in the industry have limited economic incentive to upgrade their networks because they have a sufficient pool of IPv4 addresses for short-term growth. A sometimes neglected issue in Internet governance is the need to use practical policy and technical levers to ensure that the actual network can adapt to accommodate its explosive growth in both users and applications.

There Is a Critical Need to Retrofit Security Features into the Internet, New Technology and Applications

Before the globalization and commercialization of the Internet, security was not as critical a design consideration as it has since become in the era of the global digital economy. Even in the contemporary context, quickly deployed Internet applications often do not adequately address security requirements. This is the case, for example, in the realm of the IoT, where the imperative to ship early can outweigh extensive stress testing.

Some of the core infrastructural systems underlying the Internet require additional security retrofitting. The DNS, which associates numerical IP addresses with written names that humans can more easily understand, is an example. The original design of the DNS did not incorporate security features. Because of the significant role the DNS has come to play in keeping the Internet operational, it has been a frequent target for those seeking to disrupt Internet infrastructure. As in any piece of software code, many vulnerabilities can be exploited in the DNS.\(^7\) One threat pattern involves malicious eavesdropping on DNS queries that resolve website names into IP addresses, and then falsifying the query response to redirect the web request to a counterfeit site that can then be used for identity theft, censorship or other malicious activity.

A new set of technical standards known as DNSSEC was designed to prevent these types of attacks by offering a method for cryptographically authenticating that DNS queries are returning the virtual location of the site a user intends to reach, rather than returning a false number that redirects the user to a counterfeit site. DNSSEC does not make the queries private, but rather addresses the problem of authentication, certifying that information returned originates from the legitimate site requested. Unfortunately, DNSSEC is not yet globally adopted and there is a need for simplification of tools and reduction of technical and other barriers to adoption.

As the IoT continues to expand into personal spaces from medical devices to homes and becomes increasingly embedded in every aspect of industrial and commercial environments, security will become more critical than ever. It is vitally important to not repeat the mistakes of the past. Considering the potential consequences of security incidents in the IoT, a higher level of security and privacy should be embedded by design. Trust in the Internet as a communication system, but also as an infrastructure that supports services that are essential to the functioning of the economy and society, requires security approaches that provide assurances of basic privacy and resiliency against attacks.
**Recommendation**

In the context of the IoT, avoiding the mistakes of the past requires a proactive approach to digital security risk management, rather than simply retrofitting patches after widespread implementation has taken place. As the expected global deployment of the initial IoT infrastructure is likely to be complete by early next decade, the urgency of the security task is pressing. Manufacturers involved in the value chain of IoT products should take responsibility for pursuing security in the design process. When bugs are found they must be held accountable for timely and effective patching when dealing with security vulnerabilities. Public policy has yet to catch up to these challenges and the security of embedded devices used in IoT products should urgently become part of national digital security policy frameworks.

**Recommendation**

DNSSEC offers significant improvements to the current security of the DNS. Even though DNSSEC is currently being deployed, it is not happening quickly enough. Accelerating its adoption should be considered a high priority by DNS and network operators. It is essential that the Internet technical community’s ongoing promotion efforts continue to support operators with the deployment of DNSSEC through the promotion of capacity-building programs, best practices and guidelines.

**Recommendation**

All stakeholders should be informed by ISOC’s Collaborative Security framework, which promotes five key principles: fostering confidence and protecting opportunities; collective responsibility; preserving fundamental properties and values; evolutionary steps based on the expertise of a broad set of stakeholders; and voluntary bottom-up self-organization.

**Recommendation**

All stakeholders also should commit to a principled approach to their engagement in developing policies governing the Internet. The Commission supports the OECD’s Principles for Internet Policy Making, as well as the 2015 recommendations on Digital Security Risk Management for Economic and Social Prosperity.

---

**OECD INTERNET POLICY MAKING PRINCIPLES**

1. Promote and protect the global free flow of information
2. Promote the open, distributed and interconnected nature of the Internet
3. Promote investment and competition in high-speed networks and services
4. Promote and enable the cross-border delivery of services
5. Encourage multi-stakeholder cooperation in policy development processes
6. Foster voluntarily developed codes of conduct
7. Develop capacities to bring publicly available, reliable data into the policy making process
8. Ensure transparency, fair process and accountability
9. Strengthen consistency and effectiveness in privacy protection at a global level
10. Maximize individual empowerment
11. Promote creativity and innovation
12. Limit Internet intermediary liability
13. Encourage cooperation to promote Internet security
14. Give appropriate priority to enforcement efforts

Safeguarding the Stability and Resiliency of the Internet’s Core Infrastructure

Another trend that is producing destabilizing effects on Internet infrastructure stability is the movement by several world governments toward passing laws and imposing policies that mandate modification of the Internet’s infrastructural configuration, not for efficiency or technical redundancy, but to achieve other objectives. In many cases, the objectives are well meaning, such as the protection of citizens’ personal information. In other cases, the objectives of these modifications include censorship and indiscriminate surveillance.

One example of how governments can attempt to impose infrastructure modifications to achieve their goals can be loosely described as “data location” or “data localization laws.” In the past few years, several countries have established data localization policies that impose restrictions on how corporations store, process and transmit customer data across borders. These laws apply to large Internet intermediaries, such as search engines, and also companies across industry sectors, such as multinational financial services companies whose services and customers are located...
around the world. James M. Kaplan and Kayvaun Rowshankish in GCIG Paper No. 14 describe the types of restrictions arising in this new regulatory context and also warn about the potential negative effects on the ability of transnational corporations to efficiently and securely conduct routine business transactions.81 Some of these effects include: the requirement for increased organizational complexity to manage these requirements; lower efficiency; a company reduction in global footprint, which can in turn affect emerging markets; and constraints on technical architecture strategy.

Requiring data localization can contribute to achieving national or regional public interest objectives, but can also constrain the infrastructure decisions necessary for market-efficient and technologically sound business approaches. For example, there are obvious public interest rationales to prohibit the storage of sensitive government data on servers located in other countries. But for more general communications, efficient and valuable flows of data can be undermined by politically driven localization constraints. Greater respect for the privacy of foreign citizens’ data would weaken incentives for such data localization approaches and international cooperation on this issue would be valuable. One example of this is the 2016 move by the United States and Europe to negotiate new Privacy Shield principles to replace the now defunct Safe Harbour Framework. Moves such as this could help to protect user data that flows between countries and diminish the incentive to implement data localization legislation.

**Open Standards and Interoperability Should Be Preserved as Drivers of Innovation and Security**

Increasingly, actors in the marketplace are promoting proprietary approaches, ranging from the use of Application Program Interfaces rather than open standards to the private sector zero-rating services that only provide access to selected services (walled gardens) rather than the Internet as a whole. In the former case, some standard-setting processes may be seen as too slow by companies that are eager to launch products. There is a recognition that Internet standard-setting processes need to be shortened to meet the demands of fast-paced markets. Collaborative processes are critical for democratic legitimacy but, pragmatically, collaborative processes cannot be endless. Market forces are fast while standardization processes can be slow. This context can have effects on Internet security and stability because fast-paced markets in which security and privacy are afterthoughts can create inherent vulnerabilities.

A standards consideration related to security is that protocol security has historically been advanced, in part, by transparency. A specification that is open to inspection and developed and implemented by multiple interests is more likely to have its security vulnerabilities discovered and mitigated. Movements to proprietary approaches forestall this collaborative security norm.

---

**Recommendation**

Policy makers also need to acknowledge the technological and economic complexities around data location decisions and aim to avoid requirements that would undermine the technical interoperability, openness and distributed design of the Internet.

**Recommendation**

It is imperative that all stakeholders recognize that parts of the Internet are, in effect, a shared global resource, and thus should not be subject to interferences that could harm the infrastructure of the Internet.
Distributed Governance Can Preserve Open and Stable Internet Infrastructure

As previously noted, policy makers have a responsibility to promote Internet infrastructure stability, but they are only one set of actors involved in coordinating Internet infrastructure. Internet infrastructure is an ecosystem of technologies, systems, institutions and actors. The governance of this infrastructure is — and should be — distributed, and employ “more collaborative, global and decentralized models of decision making,” as Stefaan G. Verhulst et al. argue in GCIG Paper No. 5. Characteristics of this model would include:

- enhanced coordination and cooperation across institutions and actors;
- increased interoperability in terms of identifying and describing issues and approaches for resolution throughout the ecosystem;
- open information sharing and evidence-based decision making; and
- expertise- or issue-based organization to allow for both localization and scale in problem solving. 82

In this context, it is not necessary for all actors to simultaneously oversee or participate in every aspect of Internet infrastructure governance. Rather, responsibilities are both distributed and collaborative. Opportunities for enhancing the stability and openness of Internet infrastructure include improving inclusion and human capacity building in the institutions that administer technologies such as numbering systems, interconnection points and standards setting. It also involves capacity building in the administration of the underlying technologies undertaken by these institutions and by private companies. For example, IXPs are basic building blocks necessary to accelerate Internet access, improve the efficiency of traffic exchange, reduce costs and increase the stability and reliability of the Internet at the local, regional and global level. Due to global routing economics, low demand for digital services and other non-economic reasons, some regions do not yet have enough IXPs, and this gap limits the opportunity of developing a digital economy.

Another essential element lies in the existence and stability of the organizations responsible for development of open standards and protocols for the Internet. Key technical institutions, such as the IETF and W3C, depend almost entirely for support on voluntary contributions of knowledge and resources provided by corporations and individuals committed to their work. This may not always be sustainable, particularly as the pioneers who established and remain key supporters of these bodies disappear from the scene.

**Recommendation**

Open standards that are transparent and allow multiple interests to participate on a voluntary basis should be the norm rather than the exception to help reduce design flaws and to promote innovation.

**Recommendation**

Governments should provide incentives for the implementation of open standards and for services that do not impose artificial walls around the information citizens can choose to access. Because governments are such large purchasers of information and communication technologies, procurement policies are an effective method for creating incentives.

**Recommendation**

Governments and the private sector need to develop creative mechanisms to provide sustainable funding for the Internet’s key standard-setting organizations.
Encouraging Leadership from the Technical Multi-stakeholder Community

Internet infrastructure, while considered a shared public resource, is largely privately owned and technologically complex. Nonetheless, as this report suggests, it embodies design and coordination decisions with significant public interest implications ranging from privacy to security and, ultimately, the continued viability of the Internet itself. IANA functions, such as the coordination of technical IP parameters, certain responsibilities associated with the DNS root zone management and the allocation of Internet numbering resources, are certainly part of the shared global public good of Internet infrastructure. Routing infrastructures, IXPs, electromagnetic spectrum and the protocols that enhance security and privacy are also part of the public good.

The responsibility for these core infrastructure technologies resides in the technical multi-stakeholder community, which assumes the responsibility for promoting approaches to coordination and design that embody principles of openness, security and innovation.

Recommendation

All stakeholders should work to keep the IANA functions, such as the coordination of technical Internet protocol parameters, certain responsibilities associated with the DNS root zone management and the allocation of Internet numbering resources, in the technically focused multi-stakeholder community and adopt a model in which no single interest can capture control.

Recommendation

Network operators should fulfill their responsibility to Internet users by putting in place current clear security protocols for routing resiliency.
In recent years, activity on the Internet has exploded as its commercial and social advantages have been recognized. Now, the Internet is viewed as the “infrastructure of infrastructures.” Increasingly, global trade and economic development, innovation, public administration and the free expression of individuals all depend upon the functioning of the network. By any measure, the Internet is an incredibly useful tool. Unfortunately, as the Internet has grown in its power and reach, other more nefarious actors have recognized the utility of this tool and now use it to prey upon people around the world. As in the off-line world, crime is a global problem in cyberspace.

Efforts to combat cybercrime are often hampered by political and technological problems. Cybercrime transcends borders with unparalleled freedom. Policing across borders is far more challenging than attempting to combat crime within a single state’s borders because it requires international cooperation. The architecture of the Internet also hampers cybercrime investigations, since it can be quite difficult to pinpoint the location and identity of the perpetrators of cybercrime.

Some research even suggests that the annual costs of global cybercrime could surpass the annual benefits of the Internet by 2030.83 This future is not guaranteed, but should it come to pass, it is possible to imagine that people could stop using the network for commercial transactions or personal communications. Law enforcement, governments and other stakeholders — including ordinary individuals — need to work together if this drastic outcome is to be avoided. A starting point is the broad-based improvement of everyone’s digital hygiene, such as downloading software patches, changing passwords and not clicking suspicious links. By some estimates, such simple steps to improve our digital hygiene could address between 80 and 99.9 percent of all cyber attacks.84
Types of Crime

Crime and criminal acts increasingly occur online. As a network that covers the world, the Internet has created a window where online criminal behaviour has flourished. The interconnected nature of the Internet has allowed criminals of all stripes to launch a wide range of criminal activities, such as fraud or identity theft, on ever greater scales.

Criminals are growing very adept at gaining access to devices and using that access for their own ends. Sometimes they steal information, such as credit card details, passwords and private photos. At other times, that access is used to commandeer a person’s system so the device’s processing power can be harnessed to launch distributed denial of service (DDoS) attacks against banks, government websites and other critical infrastructure. At the extreme, DDoS attacks might cost as much as $920 million globally per day. Increasingly, criminals have also started to use ransomware attacks, using encryption to lock a person’s device and then demanding payment of a small ransom in exchange for the keys to unlock the system.

Criminals also take advantage of industries’ ubiquitous use of the Internet to steal corporate secrets and intellectual property. Companies have routinely failed to protect their systems against data breaches both at the level of corporate policy and through sloppy digital hygiene on the part of their employees. In many instances, the problem is exacerbated by the close links between malicious hackers and state governments. State-sponsored hackers are particularly effective at pilfering secrets as they go about their economic espionage.

Online crime can also be surprisingly personal, with online bullies aiming to wreck people’s lives, often by “doxing”, “trolling” or distributing personal information about a person. While anyone can be bullied online, the problem is particularly acute for women and girls. Women are already more likely to be sexually assaulted or stalked than men are. Both the anonymity of online interactions and the disinhibition that comes with sitting behind a computer screen can further exacerbate this social problem. Women and girls are subject to various forms of online criminal behaviour, ranging from stalking to being the victim of so-called revenge pornography.

An increasingly large amount of online crime and criminal behaviour is facilitated by the Dark Web, which is really the shadowy underbelly of the Internet. Anonymity is the defining feature of the Dark Web. Criminals use the anonymity of the Dark Web to organize conspiracies, launder money and contract illegal services, such as assassination for hire or the use of botnets to launch DDoS attacks. Illegal marketplaces such as Silk Road exist on the Dark Web, connecting sellers of drugs and guns with consumers. The websites on the Dark Web are mostly not indexed, and cannot be accessed by commonly used web browsers such as Google Chrome or Safari. Instead, people wishing to access or host websites on the Dark Web need to use specially configured systems. The most commonly used system to both connect to and host content on the Dark Web is called The Onion Router — or Tor for short. Tor encrypts and then breaks up a person’s Internet connection, providing the closest possible thing to online anonymity, affording cover for what they do there. The cover of online anonymity can cut both ways. While Tor can be used by individuals in repressive regimes to circumvent censorship and avoid surveillance, it is also used by criminals taking advantage of the Dark Web that it helps to create.

Many people use Tor as a web browser for everyday content to ensure anonymity. However, some users also host websites on Tor known as “hidden services.” A large amount of Dark Web activity is dedicated to these hidden services, which include websites that allow for the distribution of child pornography, including child abuse imagery. As Gareth Owen and Nick Savage reveal in GCIG Paper No. 20, while only around two percent of all Tor Hidden Services websites host child abuse imagery, 83 percent of the actual site visits go to this small fraction of websites.

As with conventional criminals, terror groups are also turning to online platforms to organize their attacks with increasing frequency. Terror groups also use content-hosting platforms such as Twitter and YouTube as dissemination tools for their propaganda. This illicit use of common online services has put companies and governments at odds, often with companies playing the
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champion of an individual’s rights to free expression and online anonymity, while some governments call for “backdoors” in hardware and software, and even an end to online anonymity.

This issue has been a major concern recently with the skillful use of the Internet by Daesh/ISIS to spread their propaganda, recruit “jihadists,” and attract and radicalize individuals from around the world to join their groups.

Similarly, several recent cases have highlighted the tension between governments and companies over access to encrypted equipment and data in cases of known terrorist activities. These examples of competing legitimate interests once again raise the question of how to balance the needs of law enforcement and security agencies against the need to ensure the integrity of encryption for commerce and the protection of individuals’ privacy.

Overall, the Internet has greatly improved many people’s lives. It has generated wealth, improved the efficiency with which services can be rendered, and improved access to information and social activities. But it has a clear downside in online crime. The forms of online crime are numerous, varied and damaging to the trust and confidence that people must have to be comfortable and safe using the Internet.

**Trends in Crime**

By virtually every measure, the absolute amount of criminal activity that has been occurring online is increasing year over year. The volume of online attacks, the number of ways an interconnected device can be attacked and the costs of those attacks are evidence of this trend. For example, the IT security firm Kaspersky Labs has collected data on the number of web-based cyber attacks from 2008 to 2014 and found a nearly consistent year-over-year increase in the total number of attacks, reaching as high as 1.7 billion attacks in 2013. Other IT security companies such as Norton Symantec collect data on the generally growing number of vulnerabilities in computer software and firmware. For example, according to Symantec’s annual “Internet Security Threat Report,” the number of new vulnerabilities identified each year has grown from 5,562 in 2008 to 6,549 in 2014. Among a number of other speculative predictions of the costs of cybercrime, the IT security firm McAfee (a division of Intel), in collaboration with Center for Strategic and International Studies, contends that cybercrime costs the global economy somewhere between $375 and 575 billion per year.

Even taking into account the difficulty of estimating the frequency and cost of cybercrime in the absence of robust internationally comparable indicators, the general trend indicated by these estimates points toward a worsening situation in cyberspace. However, absolute numbers do not tell the entire truth, so one should temper the alarm such estimates might engender. Estimates of cybercrime are usually expressed either as a count (1,000 crimes last year and 1,500 this year) or as a year-over-year percentage change based upon these figures (50 percent more attacks this year than last year). This measurement by simple counting contrasts with how we measure crime in the off-line world. Off-line criminal activity is always expressed as a rate of crime (the number of crimes divided by the population that can be affected).

**Recommendation**

Governments should initiate efforts to develop international consensus on norms about how to deal with cases where the goal of protecting data comes into conflict with the requirements of law enforcement or security agencies to investigate terrorist activity or attacks in an emergency situation. At a minimum, any solutions should be derived through a multi-stakeholder process, broadly agreed, and must be subject to legal oversight, governed by principles of necessity, proportionality and avoidance of unintended consequences.

**A notable exception is the UK Office for National Statistics, which expresses cybercrime numbers as a proportion of the domestic population.**
To better capture trends in cybercrime, the same measurement system should be used in cyberspace. If cybercrime is measured as a proportion of the number of Internet users, the situation looks less alarming. As we know, Internet use is growing rapidly year-over-year. As we would expect with a growing population of a physical city, the total number of crimes online should go up as the population of cyberspace grows and as users become more active, even if the rate of crime remains constant or even falls. Empirical research shows that this indeed is what is happening. For example, while the absolute number of web-based attacks recorded by Kaspersky Labs declined by 15.77 percent from 2013 to 2014, the number of attacks normalized around web traffic started declining one year earlier — in 2012 — and declined by 40.55 percent from 2012 to 2014. This is not to say that the situation is improving or even acceptable, only that a fixation with the raw number of attacks presents a distorted view of the reality of the situation.

Better measurement based on more robust indicators will provide a firmer foundation for legal frameworks and policies designed to counter cybercrime. It will also allow for a better after-the-fact evaluation of whether a particular policy innovation is having a desirable effect. One thing is certain: no matter how it is measured, crime remains a problem. States, private companies and ordinary Internet users all recognize the growing problem of cybercrime and that they need to work collaboratively to counter online criminals.

To collect accurate statistics, a mandatory requirement for notification of data breaches is a key element. Companies are often hesitant to reveal that they have been hacked, as they are concerned about how consumers might respond to news of these intrusions. However, mandatory notification has three positive benefits: it pressures boards and senior management to manage for cyber-security risk; it provides risk-related data that industry can use to conduct risk analysis for new cyber-risk products, including insurance; and it improves consumer trust by making risk-related data and analysis transparent. As with health problems, public reaction is likely to be most severe when there are only a few isolated cases. Once the public comes to understand that every company can be breached, the public backlash will be moderated and attention will shift to how the company manages the aftermath of the breach.

**Recommendation**

Governments should draft legislation that requires the mandatory public reporting of high-threshold data breach details.

**Responses to Crime**

Governments, private companies and individuals can all take reactive actions to counter crime in cyberspace, but there is a broad-based need to improve the general state of digital hygiene around the world in order to combat crime through prevention. In 2009, a US Senate hearing revealed evidence that upwards of 80 percent of cyber attacks could be prevented by proper system configuration and network monitoring. Even something as simple as downloading and installing patches for commonly used software such as Microsoft Word or Adobe Flash can have a drastic effect on the ease with which criminals can exploit the technology for malicious purposes. According to Verizon’s “2015 Data Breach Investigations Report,” for example, upwards of 99.9 percent of vulnerabilities were exploited one year after the vulnerability had been exposed and recorded in the Common Vulnerabilities and Exposures database, and thus occurred one year after patches were available for the exploit. Simple improvement in digital hygiene can prevent a lot of criminal behaviour in cyberspace, thereby freeing up governmental and private resources that could be used to contend with more sophisticated threats.

Proper digital hygiene hinges upon the widespread availability of the information needed to keep people safe. There are several welcome efforts already at work to try to collect and coordinate the sharing of information and best practices across borders, such as initiatives such the Global Cybersecurity Index, the Cyber Readiness Index and CyberGreen. Efforts of this sort need to be broadened and deepened as
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much as possible if cyber hygiene is to prove to be a truly effective preventive tool against cybercrime.

Being realistic, it has to be said that currently and in the short-to-medium term, efforts at improving digital hygiene alone will likely not be sufficient to make cyberspace safer. As a result, governments, private companies and individuals sometimes need to undertake steps to combat crime in a more reactive fashion. While the need for these efforts can be greatly reduced by better digital hygiene, the reactive measures themselves are proving to be only marginally effective in most cases.

In a world of sovereign states, governments have traditionally had the practical responsibility for policing society. Increasingly, as online crime has become a more endemic problem, governments have generally increased the resources and effort devoted to policing cyberspace. Some early successes include instances of successfully apprehending online child predators and the arrest of those involved in illegal marketplaces, such as the high-profile Silk Road, and the takedown of botnet computer networks used to attack critical infrastructure. Both old-fashioned police work and the innovative use of new technologies are needed to police the Internet in the digital age.

Effective policing in other areas is far less effective. State efforts to police cyberspace are usually limited by problems resulting from the fact that cybercrimes often span geographical jurisdictions, thus requiring international coordination, and demanding more resources. Another limitation involves the often significant lag between the development or reform of laws that govern what is legal or illegal online, and the pace with which the technology changes and shifts in people’s use of the system.

The law reform process has not sped up sufficiently, but recent moves have been made to update laws so that they protect people from online abuses, such as banning so-called revenge pornography in many US states. These are all positive steps, but they have not proceeded far enough or quickly enough. It is likely that, at least for the foreseeable future, law will always lag technology, but this does not mean governments should just accept this as unavoidable. Instead, they should make greater effort to ensure that laws react in a timely manner to challenges emerging in the digital ecosystem.

Cybercrime and cybercriminals traverse space with unparalleled speed. Cybercrime has localized victims, while the perpetrators very often reside in very different jurisdictions around the world. Finding the perpetrator of a cybercrime and getting a conviction almost always requires that various law enforcement bodies carefully coordinate their efforts. At best, this coordination will be within a single country, with local law enforcement coordinating with subnational and national police services. Often, however, the coordination will have to be across national borders. Law enforcement agencies need to better recognize that cybercrime very often cannot be dealt with locally and will cross into different organizations or countries’ jurisdictions. Formal procedures for facilitating coordination, such as deciding on a basic rule regarding the organizational lead in an investigation, are essential. Getting broader participation in these positive efforts started at Interpol’s i-24/7 data exchange initiative would go a long way toward improving the ability of law enforcement to apprehend cybercriminals across borders.

In response to these challenges, governments have been increasing both national and international

If cybercrime is measured as a proportion of the number of Internet users, the situation looks less alarming.
coordination, devoting more resources to combating cybercrime — often establishing dedicated units to do so — and seeking reform of the mutual legal assistance treaty (MLAT) process.

Overwhelmingly, cybercrime will span borders. MLATs are meant to assist nations that need to pursue a criminal across national boundaries. In today’s world, MLATs are cumbersome, and can take up to a year to complete, even if one excludes the number of applications rejected because of process issues. The requests for assistance are often thwarted by a lack of compatible legal requirements in the correspondent countries. To take one example, unless required to do otherwise, most ISPs only retain data for between six months and one year, which means that the data a government is looking for might be deleted even before the MLAT process is completed. The inefficiency of MLATs is a serious impediment to law enforcement’s efforts to combat cybercrime. Governments need to work to reform the process so that seeking legal assistance from other states is easier, more transparent and faster.

Law enforcement is at the front line in combating cybercriminals, but law enforcement agencies remain woefully under-resourced and often lack the skills and training needed to effectively contend with sophisticated online criminals. Without additional resources, law enforcement agencies will find it difficult to bring the necessary capacity to bear upon the problem at hand. Combatting cybercrime would be far simpler if all nations agree upon some basic definitions of online criminal behaviour and harmonized their national laws to ensure that as many jurisdictions as possible had comparable laws. One early effort in this regard was the Budapest Convention on Cybercrime. Now in force in 48 countries stretching from Europe to the Americas, Africa and the Caucasus, and the Pacific, the convention goes a fair way toward making cybercrime illegal in all jurisdictions. However, several states that have an active cybercrime element are not parties to the treaty. Current signatories should expand their efforts to make the Budapest Convention more inclusive, to improve government cooperation on combatting the scourge of cybercrime.

While states have been the main law enforcement body in our current Westphalian era, there is an increasing trend toward policing being undertaken by states in close collaboration with private companies. For example, “Operation Tovar,” which took down the expansive ZeuS botnet, was achieved by a combination of the FBI, Europol and the UK National Crime Agency working in concert with a host of private companies, including Crowdstrike, Dell SecureWorks, Symantec, Trend Micro and McAfee. This takedown is but one example of the close, and often highly effective, collaboration of governments and private companies in the policing of cyberspace. Computer Security Incident Response Teams are also an invaluable bulwark in the collective fight against cybercrime.97

Recommendation

Apprehending criminals across national borders remains a difficult challenge. Governments should never purposefully shelter those that have been linked to the commission of cybercrimes.

Recommendation

The transborder nature of many significant forms of cyber intrusion curtails the ability of the target state to indict, investigate and prosecute the individuals or organizations responsible for that intrusion. States should coordinate responses and provide mutual assistance in order to curtail threats, to limit damage and to deter future attacks.

Recommendation

States should not rely upon the weaker data collection rules that govern private companies to get access to information that they could not obtain themselves through legal channels.
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Such collaboration can be useful for two reasons. First, private companies such as ISPs and content platforms own and operate a lot of the physical infrastructure of the Internet. Second, private companies are often best positioned in terms of technical skills and resources to identify criminals and to track and destroy (or at least contain) malicious code. These realities entail an expanded role for private companies in the policing of the network, often in collaboration with governments. Increasingly, law enforcement in cyberspace is not the sole purview of governments. Governments often work in close collaboration with technology companies to bring down botnets and otherwise police cyberspace. In principle, both governments and technology companies should be receptive to these public-private partnerships. In practice, these coordinated efforts should not be used by either side to circumvent any legal restrictions that might be in place.

Private companies that are not directly involved in the IT space are also often thrust onto the front line of defence against cybercrime. Companies ranging from Home Depot to Target to eBay have had their systems breached and customer data stolen. These data breaches, and all the unreported attempted breaches, against companies are growing frighteningly common. Sometimes these breaches are tied to state-sponsored hackers in foreign countries, as in the case of the attack against Sony Pictures Entertainment in 2014 by “The Guardians of Peace.” Sometimes these attacks come from private sector actors, such as the hack of the online adultery site Ashley Madison, by the group or individual going by the name of “The Impact Team.”

Many private companies have responded to their real and perceived vulnerability by establishing a chief information officer position, with the responsibility to coordinate cyber defence. According to a recent C-Suite Survey of executives, over 60 percent of businesses have also increased their IT security budgets due to the perception of a worsening security environment.98 These efforts are a set of good first steps, but most companies have relatively immature processes for making and implementing decisions about how to protect themselves from cyber attacks.

The knowledge about operating and securing data systems, software and networks is overwhelmingly in the hands of private cyber security companies, which are used by governments to protect themselves against cyber attacks, and their inhabitants against various forms of cybercrime. Outsourcing online security to private actors without clear oversight and control regimes amounts to negligence.99

Businesses are the cornerstone of national economies. More and more, states and companies are relying upon efficiency-enhancing digital technologies that are vulnerable to cyber attacks. Businesses have to

THE DIGINOTAR SCANDAL

The Diginotar scandal illustrates why the two-fold dependency on private companies leads to serious concerns. The Dutch government relied on Diginotar to provide security certificates for most of the electronic services it provided, including sites that had been used for all online tax returns filed in the Netherlands. After the company’s infrastructure had been breached, fake certificates were issued for hundreds of popular websites, which could be used to launch man-in-the-middle attacks. An investigation by another private company provided evidence that the false certificates were used to monitor the communications of approximately 300,000 Internet users in Iran. After the attack, the company did not report the incident immediately, thereby jeopardizing the security and privacy of not only Dutch Internet users, but millions of other Internet users across the globe. How healthy is a situation in which the security of our communications online depends on a cyber-security company whose most critical servers contained malicious software that can normally be detected by anti-virus software?
take seriously their responsibility, to their owners and employees, to secure the future of the business from cyber attacks, including information theft and data corruption. They must also be vigilant in discharging their responsibility to their customers for safeguarding their information so that private and secure services can be provided. Businesses must invest not only in enhancing their cyber defences, but also in building security into their underlying business processes and technology architectures.

Unfortunately, SMEs which form the backbone of the global economy may not be financially capable of shouldering the burden of extensive IT security, or may not see it as a priority use of limited resources. However, even small companies can be a threat vector for their customers or their commercial partners. Systems breaches of larger companies can come from anywhere in their supply chain, as evidenced by the breach at Target via an HVAC vendor.

Governments have a responsibility to reach out to their SMEs, including working with the cybersecurity industry and the insurance sector, to explore funding routes and capacity-building efforts that can assist smaller companies in managing digital security risk in an effective manner for the benefit of all.

The responsibility of a business does not stop at simply trying to prevent a cyber breach of their systems. Companies also need to be prepared to deal with the consequences of a successfully executed cyber attack, and should find ways to share what they learn in the process without compromising their competitive positions.

Cyber liability insurance vendors can also be persuasive in promoting best practices in the corporate sector. Cyber premiums can be expected to be higher if best practices are not followed, just as health premiums or vehicle insurance premiums are affected by what the policyholder does or does not do. The market for cyber insurance is immature in comparison to the seriousness of the threats, and the capital available to the industry is currently inadequate to underwrite the full risk. Pricing the risk is difficult in the absence of reliable time series data, making it difficult for insurers to put a reliable figure on the likely losses from breaches.

Despite its current limitations, risk markets (including bond markets) can play a major role in building resilience among individual and business users. Public reporting of cyber attacks and their impacts (even if the report is anonymized) will enable the risk markets to develop fact bases on which to price cyber risk products. In other areas of insurance, the reliance on third-party evaluators of ICT products helps to reduce systemic risk. Third-party evaluation processes are needed in ICT supply chains, although corporate compliance with such evaluation standards will not be sufficient for enterprise security.

**Recommendation**

Businesses should purchase cyber insurance to cover the liability costs of successful breaches of their systems.

**Recommendation**

More research is urgently needed to support greater accuracy when pricing risk. This is an area where the OECD could make a significant contribution.

**Recommendation**

To assist the public to understand and practise the essentials of cyber hygiene, governments should undertake significant campaigns to raise awareness and develop the needed skills. Cyber-security awareness programs should start early, for example, by incorporating cyber hygiene into primary and secondary education curriculums.
In the end, ordinary individuals are both the most common target of cybercrime and in the best position to defend themselves, whether in their homes or in their professional lives. Certainly, some people have responded to the real and perceived dangers of cyberspace by being more cautious about what they do online, thereby protecting themselves (and others) from cybercrime. Yet, many individuals do not follow even the bare minimum standards of digital hygiene, such as changing passwords regularly, not clicking unknown links or using antivirus software, thus endangering themselves and others.

A large majority of data breaches are the result of human error. People are the weak link in most IT security systems. Law enforcement and private companies need to do their best to protect users, who are generally less knowledgeable about how cybercrime unfolds. Capacity-building efforts to develop cybersecurity skills are crucial for preventing crime online, but they are often adversely affected by cumbersome political institutions and cultural issues. Everyone needs to recognize that sometimes they are themselves the last and best line of defence against cybercriminals.

The reality is that the Internet ecosystem is populated by calculating and reactive actors. Criminal elements adapted to the growth of the Internet by increasing their online presence and expertise, often capitalizing upon the weaknesses of others. Governments, private companies and individuals have had uneven responses to cybercrime. The responses that have been undertaken have been patchy and very shallow in some areas. Crime has always been an endemic social problem and the core lessons of the off-line world apply online: crime in cyberspace can be made less pronounced than it is today through the exercise of common sense, by undertaking tried and tested precautionary measures, and by judicious policing.
States around the world are shifting more of their essential services and government functions online, including the crucial components of their national defence. Modern militaries are increasingly reliant upon global communications platforms, including the Internet. Finance and commerce, the backbones of almost every economy, are increasingly based upon Internet-enabled infrastructure. Large portions of critical infrastructure, ranging from power grids to airports and pipelines to hospitals, are now linked to the Internet. As states shift more of their activity online, geopolitical contention has followed. While progress has been made and all is not lost, norms in cyberspace to restrain state actors’ use of cyber weapons remain underdeveloped. The problem of large-scale interstate cyber conflict should not be overblown, but cyberspace is certainly increasingly being used for state-originated or -sponsored espionage, sabotage and other destructive purposes.

Governments and companies are also storing an ever-larger amount of valuable and sensitive information online, including citizens’ personal data and intellectual property, in order to improve the efficiency with which services can be provided. In doing so, however, they potentially expose the data to hostile state attack. The aim of those attacks can be to steal information relating to national security, to disrupt services, to deny services or to corrupt data leading to a loss of confidence in the systems concerned. So-called “Trojan Horse” attacks can be planted within systems to lie dormant until called upon by their masters, such as in a crisis when armed conflict appears inevitable. What makes such attacks especially tempting is the prospect that they can be covered by plausible deniability due to the technical difficulty of attributing the attacks. Broadly speaking, cyber activity by governments and other malicious actors can be divided into two categories: computer

- **Developing New Norms for Geopolitical Relations**
network exploitation (designed to view or steal information) and computer network attack (designed to disrupt or damage the operation of digital systems. So far, we have seen a lot of the former and only a little of the latter, but that could change.

Preventing such cyber attacks against a country’s digital assets is difficult because there are many vectors by which a non-state or state-sponsored agent can gain access to a computer or network server in order to deliver a payload or malicious outcome. The first vector is along the network itself. Such attacks range across a broad spectrum from relatively unsophisticated DDoS attacks to highly sophisticated malware attacks that exploit or introduce flaws in the software and algorithms on which networks rely. The second vector of attack is via the supply chain. States and companies can implant malware or firmware during the production or installation of IT and communications systems that can then be exploited by governments or non-state actors. The third vector of attack is social. Human behaviour is usually the weakest link in any IT security system. Many successful attacks get into targeted systems thanks to their perpetrators’ effective use of social engineering to trick individuals into accepting infected communications, rather than because of any inherent technical weakness in a target’s IT infrastructure. The spread of cloud computing and of the IoT will increase the number and type of opportunities for penetration available to an attacker. The offence has the advantage over the defence today, and this asymmetry is likely to continue for the foreseeable future.

The heightened reliance upon Internet infrastructure as the means of transporting digitized information, and its vulnerability to multiple vectors for cyberattack, has led to a situation where governments and non-state actors increasingly turn to cyberspace to act out their geopolitical differences. If not properly checked by widely agreed norms of behaviour, serious consequences seem likely to result. One example of the type of damage that could be done if adequate norms are not developed and agreed upon now, is the January 2016 attack on Ukraine’s power grid that left 80,000 people in western Ukraine without power. States around the world need to come together to ensure that our digital future is not fraught with perils and tribulations.

The Causes of the Growing Hostile Use of Cyberspace

The global militarization and other hostile uses of cyberspace is enabled by several factors, most notably the inherent technical insecurity of the Internet, the problems of attributing and tracking down the perpetrators’ cyber attacks, the dominance of the offensive, and the decoupling of motive and ability. Each of these factors are described in more detail below.

Attribution Problems

One primary cause of the temptation to engage in aggressive interstate activity in cyberspace is the difficulty of pinning down, to a sufficient standard of proof, which state or group is behind a particular attack. This issue is commonly known as the attribution problem. There are many ways for malicious actors to mask their identities or to pose as someone else. Attacks can be relayed through a number of different computers all over the world before they actually try to breach a government’s network, making it difficult to retrace steps and assign blame. Malware can be written to mimic the signatures that would be seen in attacks by other actors. A less technologically savvy attacker can simply use a computer in an Internet café or coffee shop with a public Wi-Fi connection to launch an attack, including from within the nation being attacked, obscuring the real origins of the attack and complicating any investigation. Some nations even outsource their attacks by essentially renting freelance hackers or encouraging cyber-criminal gangs to attack another nation’s financial system. There are many ways of keeping the real source of the attack at arm’s length from forensic discovery, providing plausible deniability to any assailants.

Technical attribution is difficult and, even when an investigation appears to point to a probable culprit, the possibility of deliberate deception has to be considered. This is increasingly the case as knowledge about cyber forensic techniques spreads. It may, nevertheless, be possible for intelligence analysts to provide an assessment of likely attribution based on
other evidence and on specific intelligence. A case in point was the attribution by the United States of the attacks on Sony Entertainment to North Korea, which combined multiple data sources, both technical and human, to construct a plausible case for attribution.

Once an intelligence agency believes it has identified a culprit, the government of the attacked state must consider whether action should be taken against the state or individuals believed responsible, and whether evidence is sufficiently strong to merit laying criminal charges (as the United States did with its indictment of five Chinese People's Liberation Army officers in 2014). The judgment of what action to take also has to consider the possible negative consequences of accusing another state openly, especially if such an accusation would put sensitive intelligence sources at risk. Despite its technical elements, the admission of having suffered a cyber attack and accusing a suspect become a problem that is primarily political in nature. The burden of proof varies depending upon how a government wants to respond. Generally, attempting to lay criminal charges against cyber attackers requires a higher burden of proof than rhetorically attributing an attack to a particular actor (as in the case of the United States with North Korea following the Sony Entertainment attack).

States retain the inherent right to self-defence under Article 51 of the UN Charter when faced with an imminent threat. In any event, state behaviour in cyberspace should be in line with the UN Charter and with the Laws of Armed Conflict. Whether and how states respond to cyber attacks will depend upon the facts of each case, in particular, the extent to which an attack has damaged, or has the potential to damage, vital national interests. In some cases, the proportionate response could simply consist of diplomatic steps taken privately. In other cases, open shaming through the UN Security Council may be appropriate, or even direct punitive steps designed to convince the aggressor to desist from further attacks. A response need not be confined to the cyber realm — in particular, for advanced states heavily reliant on the Internet. For such states to enter into a spiral of potential cyber escalation could leave them worse off than a less-advanced opponent.

In cases of significant damage being done by a cyber attack, action in self-defence could well involve direct military action against those believed responsible (drawing a parallel with precedents in state responses to terrorist attacks). The pursuit of legal redress and indictments may not likely be effective with nations not expected to cooperate in a legal process. In such extreme circumstances, in order to demonstrate their resolve to defend their national interests, states may conclude that they have no alternative but to respond with force against the perpetrators of cyber attacks.

At the end of the day, when deciding whether to publicly attribute culpability for a cyber attack or whether to take direct action, governments need to calculate the costs that would be incurred if they wrongly attribute an attack and consider the potential costs of escalation in that case. There is at present no technical solution to the attribution problem and no easy answer as to how an attacked state should respond.

### Offence Prevails in Cyberspace

The present state of digital technology means that those initiating cyber attacks have the advantage over those defending against them. This will likely continue to be the case for the foreseeable future. This is a common characteristic in the history of warfare when innovations (such as the submarine and the tank) are first introduced. In the past, such cases led to the rapid take-up of the new technology by most nations. In the case of cyber attacks and cyber defence, the offensive is dominant to the extent that maintaining state-of-the-art IT security systems is potentially very costly, while launching effective cyber attacks is relatively inexpensive. Offence also trumps defence in the sense that even the best IT security systems in the world can eventually be breached, if the human dimension can be exploited. Therefore, expensive monitoring of networks is needed to identify malware and to detect when attacks or penetrations have occurred. Moreover, since an organization’s internal systems will usually be composed of a series of interconnected devices and networks, the side playing defence needs to stop every attack to maintain network integrity. On the other hand, an attacker only needs to breach the
network on one of many attempts to potentially gain access to huge volumes of sensitive data.

New defences may never work perfectly against advanced persistent threats that doggedly target networked systems, but they can effectively increase the cost of undertaking an attack. Making it more expensive to launch cyber attacks can reduce a large proportion of cyber attacks, even if it has little effect upon the most sophisticated and persistent type of cyber attack.

The introduction of robust new technologies such as distributed ledgers, machine learning, quantum computing and the IoT, will more likely than not not affect the balance between offence and defence in cyberspace. On the defensive side, distributed ledgers could help preserve data integrity and enhance cybersecurity, thereby making defence against some forms of malicious attacks easier. Adaptive machines that can learn from their past mistakes could improve also cyber defences, making it harder to penetrate a computer network. On the offensive side, quantum computing and the IoT could potentially exacerbate the current situation of offence dominance by alternatively rendering known encryption useless in the face of massive computing power or radically increasing the attack surface available to malicious actors.

Motives versus Ability

Much of the problem with devising effective norms in cyberspace is that low-level attacks get jumbled together with more advanced persistent threats launched by state or state-backed actors. If, as pointed out in the previous section, the general level of digital hygiene was boosted to a sufficient degree to prevent 80 percent or more of cyber attacks, then states would be free to use their cyber resources to counter more advanced persistent threats, making cyberspace more stable and secure. Until digital hygiene is improved, states need to still be content with a final factor that has contributed to the unruly environment in cyberspace — namely, the decoupling of motive and ability. Now, almost any group or state that wants to launch an attack can do so at an affordable cost — for example, by outsourcing a DDoS attack or development of malware for spear-phishing attacks. This creates a more level playing field between governments, non-state actors and individuals in terms of capabilities than ever before. If nothing else, this symmetry multiplies the number of actors involved in the cyber-security equation, making durable arrangements harder to reach and tougher to preserve.

As a result, cyberspace, as a theatre of conflict between groups and states, is already in play, supported by a combination of technological and political factors, and it is certain to continue.

Why Computer Network Attacks Are Still Uncommon

Cyber attacks, sabotage, espionage, vandalism and disruption in cyberspace continue to proliferate, along with cybercrime. A number of nations have developed offensive cyber capabilities for their military forces for use in support of operations during armed conflict, for example to suppress enemy air defences and radar detection. Some countries, such as the United States and the United Kingdom, have openly declared their intention to have such contingent capability, and presumably more nations are developing it in secret. But many factors have militated against the eruption of a full-blown cyberwar — so far successfully. Cyberwar requires a political motive and must involve the wide-scale use of computer network attacks that do real-world harm and, with a few exceptions, these two factors have so far not aligned on a large scale. There have been individual and relatively isolated incidents of interstate cyber sabotage, mostly to deliver a specific message or warning against the behaviour of the attacked government, but no extensive sustained campaigns of cyber attacks have yet been mounted.
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Part of the reason lies in the detailed intelligence and preparation required to mount a series of highly destructive cyber attacks that could penetrate significant elements of critical infrastructure. To design a cyber campaign that puts real pressure on a nation would be a considerable undertaking. Nonetheless, even if we are not likely to soon see a violent conflict, one-off attacks should be expected — either from a state or non-state actor. Sustained campaigns in what is otherwise peace time, would be much harder, and if very serious damage is done, then retaliation must be expected, including the real possibility of a kinetic response. Self-interested concern about escalation has effectively deterred states and groups from doing the damage they might be able to achieve by covert cyber means — so far. To attempt to wage cyberwar is, for advanced nations, equivalent to declaring war by conventional means. So far, no state has felt warranted to go that far.

The absence of cyberwar per se does not mean that cyberspace is not used by governments and non-state actors for malicious purposes. Some governments are known to have either directly used or supported the use of cyberspace as a means to conduct economic espionage and technological disruption, and there is no reason to believe that practice has ended. Countries that are leading innovators are the common target. While all governments spy on each other for political reasons, state-backed economic espionage, which aims to secure an economic advantage for one country’s firms, hampers innovation and will ultimately harm global growth.

Additionally, for some sub-state terrorist groups and rogue states, making daily life difficult for their enemies is already their policy and they have less to lose as they already regard themselves as being in a state of conflict. Sporadic attacks on vulnerable systems and markets are to be expected.

These qualifiers aside, no full-fledged cyberwar has yet taken place. One factor that helps keep a lid on the level of major interstate aggression in cyberspace is a widely shared fear of what might happen if that lid comes off. Uncontrolled escalation could cause an unknown amount of damage. If one attack prompts a retaliatory strike, which, in turn, causes further reaction and escalation, the final price tag is likely to be higher than the attacker wants to pay. No state has yet unleashed the full possibilities inherent in offensive cyber weapons, so it is hard to gauge how much damage could potentially be done to both sides if there was an attempt to engage in full-blown cyberwar.

An additional factor that may limit the use of cyber weapons by advanced states is a growing recognition of the dangers to the attacker of releasing an offensive cyber weapon. The code can be reverse engineered and used to improve the capabilities of the targeted adversary — and of all other potential adversaries, including terrorists and criminals. It is not so much the existence of a “no-first-use” norm as an “only-to-be-used-in-extremis” norm. Another danger exists in this regard. Most developed nations have thus far shied away from the early use of cyber weapons against infrastructure targets or the Internet itself, in part because cyber warfare can be expected to move in unpredictable ways. An offensive cyber weapon could plausibly infect systems that are not directly targeted. Given the interconnected nature of the global Internet, attacks could blowback and potentially infect the attacker as well as the original target.

There is also the danger that once they are used, cyber weapons could inadvertently cause unintended damage to computers and critical infrastructure. This risk is capable of being managed by careful design of the weapon, as in the case of Stuxnet, which infected large numbers of non-targeted machines, but could do no damage to them since it had been designed for

Almost any group or state that wants to launch an attack can do so at an affordable cost.
the specific purposes of interfering with the control system of specific nuclear centrifuges. As a general rule, the more malign the effect an attacker wants to obtain, the more specifically the code must be written.

A very different form of damage that cyber weapons can inflict, and is causing increasing concern in many countries, is the capability of an attacker that has penetrated an information system to corrupt databases covertly by manipulating — or spoofing — data. These issues of data integrity can lead to large-scale breakdown of public confidence, wreaking havoc on commerce and politics.

Deterrence cannot be expected to work in cyberspace in the same way it does in the nuclear realm, although there are a few useful parallels. Nuclear deterrence is based on the fact that each side in a conflict between nuclear powers holds at risk vital elements of their opponent’s state power. This mutual-risk scenario creates a situation where, if either party used major armed aggression against the other, the attacked party would still have credible options for nuclear use to which the aggressor could not in turn respond, without the certainty of ending up with a wholly unacceptable outcome. Nuclear deterrence is not a system for deterring nuclear use, but of deterring major war of all kinds between nuclear armed states.

There is an element of a sound deterrent posture that can be described as “deterrence by denial” that is sought for gains that cannot be achieved at any acceptable price. In the cyber realm, as described earlier, the costs of an action are likely to outweigh the benefits if the target of the attack retaliates, but the certainty of unacceptable damage that is so important as the backstop for nuclear deterrence is absent in cyber calculations. Retaliation promises retributory damage to an attacker, raising the costs of an action and making it less likely. Terrorist groups or attackers with less sophisticated infrastructure likely will not be deterred in the same way.

Furthermore, if a country has a highly effective defensive system of digital intelligence, monitoring, firewalls and IT security measures, a potential attacker may also be put off, because there is no certainty of a cyber campaign succeeding in wreaking the sought-for damage in the timetable set for the aggression. The aggressor state risks having tipped its hand, and thus will be engaged in an armed conflict with a state whose capabilities to respond remain largely undiminished. This could be called “deterrence by denial.”

Deterrence by denial relates to the need for states (and companies for that matter) to re-conceptualize the occurrence of cyber attacks as something akin to getting the common cold or some other virus. For people, being healthy does not mean being forever free from disease. It means being able to bounce back from being ill quickly. In other words, being healthy means being resilient. States need to focus on increasing their resilience to cyber attacks so that once the inevitable happens — a cyber attack is able to get through — government organizations and critical infrastructure operators are able to identify the problem, contain or remove the pathogen, and return to good health without any lasting adverse consequences.

Deterrence can also be strengthened via “deterrence by taboo.” To the extent that the source of a cyber attack can be identified, that actor can be shamed and ostracized if there is a taboo against using cyber weapons to attack the computer networks of others. An analogous form of deterrence is found in the norms surrounding the use of chemical and biological weapons during warfare. Right now, deterrence by taboo remains weak, since attribution is difficult and there are not clear norms against using cyber weapons. Over time, should international efforts at building a baseline norm against the idea that cyber attacks are legitimate come to fruition, deterrence by taboo will be strengthened.

Perhaps most tellingly, deterrence is strengthened by mutual economic interdependence or entanglement. Two countries that are enmeshed economically, financially and especially digitally, will be less likely to target one another because to harm an opponent is to harm oneself. Deterrence does not work perfectly in cyberspace, as in the physical world, but retaliation, denial and mutual vulnerability can all reduce the risk of an aggressor state choosing to start a full-blown cyberwar.
Limiting factors of rational self-interest may help to prevent the eruption of full-blown cyberwar, but they are not sufficient to prevent the growth of unruly behaviour, such as hacks, espionage, sabotage and vandalism online, or the risks of miscalculation, especially if an attacker believes he/she cannot be identified. Such behaviour can never be completely stopped, any more than crime can be abolished, but the risk from malign cyber activity can and must be reduced so that the Internet can continue to be freely used for normal business and social purposes, continue to generate innovation and that confidence in the integrity of the Internet and the digital data it carries can be preserved.

There is a growing convergence around some very clear norms and confidence-building measures for the conduct of states in cyberspace. A good example is in the acceptance of the work of the United Nations Group of Governmental Experts (UNGGE) recommendations on Information Security (A/70/174), and the decision to continue that work. The Commission supports this emerging platform of common practice in establishing a higher level of order in cyberspace, but recommends that more be done.

While the UNGEE report makes good strides by detailing 11 emerging norms, a few stand out as worthy of reiteration in slightly different language, to ensure the widest adoption possible. These emerging norms are useful, but in the borderless world of cyberspace all nations need to work together to prevent the militarization of the Internet and ICT technologies. Other initiatives that have barred the use of cyberspace to conduct economic espionage, such as the bilateral meetings between US President Barack Obama and Chinese President Xi Jinping, could be usefully expanded to include as many nations as possible.

As an increasing percentage of a country’s economic and social activity moves online, the potential for more damaging attacks grows. This potential is especially apparent in the area of critical national infrastructure, such as control systems for electricity, gas and water...
grids, nuclear weapons and nuclear power plants, air traffic control systems, health-care systems, satellite systems including Global Navigation Satellite Systems satellite constellations and civilian power grids. Governments, responsible non-state actors and individuals should openly pledge not to target the components of a country’s critical infrastructure that are predominately used by civilians.

Recognizing that the global interconnection of devices and economies makes the world’s communications and financial systems vulnerable to unintended effects of cyber attacks, governments should publicly acknowledge that they will exercise restraint, avoid destabilizing developments and will apply in cyberspace (as in conventional armed conflict) international humanitarian law and the Geneva Conventions, including the prohibition on attacks on civilian infrastructure. Governments should employ cyber weapons only as a last resort, and then only after having first applied the legal principles of necessity, proportionality and of minimizing the risks of collateral damage.

Cyber attacks do not respect borders or geopolitical jurisdictions. Attributing cyber attacks is difficult and pursuing cyber attackers in other jurisdictions is harder still. Sovereign states are regarded in international law as bearing a responsibility for conventional attacks that originate in their territory, as the Taliban regime in Afghanistan was held responsible for the actions of Osama Bin Laden in 2001. Violation of this norm could be legitimately met with international intervention, including sanctions and resorting to force (in the real world or in cyberspace) in extreme cases. States always retain the right to defend themselves. This right applies to cyber attacks as well as to other forms of armed aggression. If a government, for any reason, is not in a position to prevent attacks from its territory, then it should be regarded as being under an obligation to seek international help to do so.

To assist with the prevention of cyber attacks from within a country’s borders, governments should work together and share information freely in order to help with the investigation of cyber attacks in a timely way, allowing investigators from organizations such as Interpol and the computer emergency response team coordination body FIRST access to computers and servers as a part of their investigation. Furthermore, national authorities should, through reform of the MLAT process, be always willing in principle to help with the identification and prosecution of cyber attackers, including serving legal warrants on service providers believed to hold evidence relevant to an investigation.

States also need to build understanding of shared interests in cyberspace if norms of restraint, the identification of vulnerabilities and mutual assistance in the wake of a cyber attack are to effectively emerge. There is currently a trust deficit between the world’s major cyber powers. While the recent US-China cyber agreement against economic espionage is a good starting point that has already been endorsed by the G20, there remains a notable trust gap between the United States and China and Russia. Others gaps exist as well. This growing paucity of trust needs to be redressed. States should undertake confidence-building exercises in order to help foster trust between nations. Trust is nurtured by transparency and predictability.

**Recommendation**

States should work to make it clear who is responsible for responding to cyber attacks within their borders and forge clear linkages between these individuals and their counterparts in other countries. States should also clearly specify how they will respond to cyber attacks, as this will make it clear to others what the consequences of an attack might be.
As the influence of the Internet continues to expand, debates about Internet governance have become ever more contentious and the stakes are high. This section highlights three aspects of Internet governance that the Commission believes are vital to address in the short-to-medium term. Their resolution is essential if we are to avoid worsening contention and increasing fragmentation of what has truly become the global nervous system of commerce, communications and social interaction. These three aspects are: the right model for Internet governance institutions and mechanisms; coordination among actors and their activities in the realm of governance; and finding the means to anticipate and address new challenges that are certain to result from Internet-enabled technological change and innovation.

The Right Model for Internet Governance

As the Internet spread rapidly, some world governments questioned whether the bottom-up form of governance originating from its roots in the scientific and engineering community was adequate to deal with the increasingly complex mesh of issues that they thought needed attention. At a very basic level, these are questions of legitimacy: in the sense of requiring the consent of the governed. But there were also questions about whether the governance model truly took into account the necessarily broad range of inputs, and whether the outputs were effective in “achieving the goals that [the governed] care about.”
The negotiations leading to the UN WSIS saw the first multilateral negotiation on these issues, and the WSIS process proved to be a defining moment in Internet governance for two reasons. First was the recognition that governments could not negotiate about Internet governance in a vacuum. Accredited civil society representatives (including those from the private sector) who had been invited to attend most of the negotiations as observers, and the expertise they brought to the process, greatly benefited the final result of the summit. The second notable achievement was the development of a definition\footnote{A working definition of Internet governance is the development and application by governments, the private sector and civil society, in their respective roles, of shared principles, norms, rules, decision-making procedures, and programmes that shape the evolution and use of the Internet.” (ITU, WSIS Outcome Documents, December 2005, paragraph 35, page 75.)} enshrining a role for governments, the private sector and civil society as a widely accepted principle for discussion and negotiation of Internet governance. The WSIS definition has set a bar for legitimacy of any institution or mechanism in the field since that time.

In practice, the principle of multi-stakeholder governance may be honoured as much in the breach as in the observance. In terms of real-world impact, bilateral and multilateral free trade agreements can significantly affect Internet governance issues. Many, such as the Trans-Pacific Partnership Agreement, specifically address important issues such as data localization, encryption, censorship and transparency, all of which are generally regarded as forming part of the Internet governance landscape. However, they are negotiated exclusively by governments and usually in secret. At the same time, such agreements substantially benefit the Internet in a myriad of ways, such as by agreeing on rules to improve competition and market access. Further agreements such as the US-Europe Transatlantic Trade and Investment Partnership and the Trade in Services Agreement under the World Trade Organization are expected to cover similar territory.\footnote{103} The fact that these negotiations are open only to governments has inspired protests by non-governmental actors demanding that they be informed and engaged in negotiations to allay fears that the new rules embedded in these agreements favour the interests of governments or corporations over those of other Internet users. The closed nature of the negotiations also means that the benefits governments hope to achieve may not be evident to the general public.

The debate about the most appropriate approach to Internet governance continues to evolve. Until recently, the debate has seen a rough division into three camps: those favouring the continuation of a multi-stakeholder approach that originated organically from entities forming the technical community, as the Internet was created and further developed following commercialization; those favouring a migration to international institutions based, for example, in the United Nations; and a third camp comprising countries favouring a strong governmental model with states exercising sovereign control over their countries’ portion of the Internet, accompanied where necessary by international treaties. While these camps continue to have their adherents, recent developments suggest that a fourth model is arising: that of a new and evolving multi-stakeholder approach that involves more conscious deliberation and planning of each stakeholder’s respective role. Each of these camps and their respective efforts to achieve an acceptable level of legitimacy are described below.

The Supporters of Continuing the Original Informal, Multi-stakeholder Process for Internet Governance Led by the Technical Community

The legacy Internet governance institutions and mechanisms have primarily technical responsibilities. They involve a broad range of stakeholders whose responsibilities are widely distributed, and whose efforts rely on voluntary cooperation for their effectiveness. These organizations, including the IETF and its institutional home, ISOC, as well as W3C and the Internet Corporation for Assigned Names and Numbers (ICANN), each participated in
WSIS as observers, and have, to a greater or lesser extent, been the earliest subject of debates about their legitimacy.

Officials from governments and international institutions can find it challenging to participate in traditional Internet standards-setting and policy discussions. Internet governance institutions can sometimes appear to be an exclusive club, not welcoming to newcomers. This perception persists to some extent in today’s Internet governance discussions and institutions, and it can discourage the engagement of people used to being involved in traditional government-led institutions and processes. Significant barriers need to be overcome by some would-be participants, especially in their early efforts to engage. To ease the transition, seasoned participants from the technical community may need to adjust their usual blunt approach, understanding the difficulties faced by newcomers and those from different cultures. The institutions themselves need to engage in capacity building and acclimatization to be more welcoming to newcomers.

In an effort to be more inclusive, each of these organizations has developed targeted outreach activities to encourage different stakeholders to understand and, where appropriate, to play an active role in their governance activities. Examples include ISOC’s IETF Policy Program, its Next Generation AN EXAMPLE OF CAPACITY BUILDING AND ACCLIMATIZATION TO INTERNET GOVERNANCE

ISOC has long provided training to help spread the use of the Internet to the world. The Developing Country Workshops were conceived and organized by a number of leading Internet experts beginning with the first workshop at Stanford University in 1993, which was attended by 126 individuals from 67 countries. The workshops provided training on Internet technologies, as well as on operation, management and governance, and most importantly, introduced participants to the international Internet engineering community. These workshops not only helped bring the Internet to many countries in Africa, Asia, the Middle East and Latin America, but they also introduced people to each other, as travel within some regions was difficult. Ultimately, these workshops trained over 1,500 key technologist, industry and government leaders from more than 100 countries.

The most recent evolution of these efforts is ISOC’s IETF Policy Program, designed to encourage close interaction between policy experts from developing countries and IETF participants in an environment that supports dialogue, information sharing and problem solving. The program began in 2012. To date, the program has had 128 participants in over 12 different IETF meetings, drawn from 79 different countries, predominantly from Africa, Latin America and the Caribbean, and the Asia Pacific regions.

ISOC also works with partners to provide training on the full range of Internet topics through an expanded series of programs, and has involved many technologists, network operators and policy/governance experts in these programs, including 289 participants as IETF fellowship recipients, 228 e-learning participants, 138 Internet Governance Forum “Ambassadors,” and most recently six participants to take part in OECD meetings through a competitive fellowship program.

Participants in these programs come from across the globe, involving predominantly participants from countries and regions most recently being transformed by the Internet — 173 from Africa, 19 North Americans, 199 from Latin America and the Caribbean, three from the Middle East and North Africa, 199 from Asia and 68 from all parts of Europe.
Leaders Program and Developing Country Workshops; Regional Internet Registries (RIRs) activities such as the regular Roundtable Meetings for Government and Regulators in Europe organized by the Réseaux IP Européens Network Coordination Centre; the W3C programs to support e-government and open data initiatives; and ICANN’s Fellowship Program designed to enable participation in ICANN processes by government officials from low, lower-middle and upper-middle economies. Several organizations, notably ICANN and ISOC, have also expanded translation of their key documents into several languages to make their content accessible to wider audiences.

These efforts toward a greater inclusion of other groups have helped the sponsoring organizations to be recognized as having a legitimate role in Internet governance besides the essential standard-setting role, although more needs to be done.

The perception that exclusion on the basis of a lack of familiarity or expertise reduces legitimacy, speaks to one of the two core ways in which legitimacy in Internet governance is produced — namely, via an open process. In traditional standard-setting bodies, the outcome gained its legitimacy not necessarily by being the best alternative or by being the consensus outcome. The standards are accepted by everyone because the process by which they are reached is seen to be open, allowing everyone who wants to the opportunity to provide input into the final product. Having an open process is not the only path to legitimacy, but it is an important component.

Challenges also exist in adapting to new technical models. The technical operation of much of the Internet’s infrastructure is accomplished without any direct coordination by a very large number of independent network operators, on the basis of largely voluntary guidelines (with a few notable exceptions that require central coordination, such as names and numbers). Those guidelines are decided upon in a number of different forums. For anyone used to operating in hierarchical governance structures it may be difficult to understand the lack of central authority over the Internet and the lack of national physical boundaries as a means of imposing government policies and laws. Other concepts can equally be challenging, such as accepting the benefits of open standards for Internet software when one is used to promoting and defending proprietary standards to advantage national champions.

Inclusive, open, transparent, bottom-up processes have the benefit of ensuring that no single interest can easily dominate, because the decision-making processes and results are open to anyone interested in reviewing them. This point has often been missed by governments, some of which have been unwilling

**Recommendation**

All institutions and organizations involved in Internet governance must expand their efforts to identify and reduce institutional barriers to participation by new entrants. Such efforts could include initiatives to sensitize their participants to the challenges of cross-cultural communication, to expand translation of documents, to provide simultaneous interpretation at meetings, to expand outreach efforts and to hold meetings in different regions. At the same time, all organizations with a role in Internet governance, including intergovernmental organizations, trade negotiators, business organizations, not for profits and civil society, should review their governance structures to ensure they are appropriately inclusive.

**Recommendation**

More governments need to invest effort and resources to build capacity to engage in Internet policy development and implementation. This will be most successful if national governments work together with their private sector representatives, academics, the technical community and civil society to take advantage of their different expertise and experiences in this complex field.
to recognize the value of the long-standing Internet governance mechanisms. It is likely that part of the reason for their opposition has been that participation in organizations such as the IETF was originally from a small group of early adopting and largely Western countries. Opposition based on lack of familiarity has been decreasing as experts from a greater diversity of countries come to participate in the various processes, and as these organizations increasingly engage in outreach through their fellowship programs and through targeted meetings with law enforcement agencies and others. All of these efforts are helping to increase the perception that these multi-stakeholder processes are legitimate.

The key to expanding participation in forums where Internet governance takes place is for governments, businesses and civil society to recognize the importance of the issues, and to understand that the outcomes of these discussions affect everyone, not just the technical community. Governments, business and civil society entities new to non-governmental Internet governance forums can ease their entry by identifying and encouraging those whose training has already prepared them to participate. Initiatives need to be established nationally and regionally to identify individuals or groups in various countries who are willing to learn how to participate both domestically and at the international level, and to create conditions to encourage them. This is particularly important in countries where business and civil society actors are so far not usually engaged in discussions of governance. This is important, because Internet governance processes should be widely inclusive, to ensure that anyone who wants to can have a voice in the decision-making processes that affect them.

A striking characteristic of the Internet environment is that young people are a driving force in finding new ways to use the network, and in the innovation it inspires. However, young people are often not actively involved in Internet governance forums, even though they are directly affected by them. For that reason, it is important that they have opportunities to be exposed to, and be involved in, Internet governance. This will require conscious effort by those involved in the field, particularly to educate young Internet users about broader governance issues and how they can become involved in discussions and decision making about those issues. Generational change will prove a strong force not only for deployment and use of the Internet, but also for expressing the desire and developing the skills needed to participate in decision making about the future of the Internet and how it is governed.

The Supporters of a Mixed Role for International Institutions based in the United Nations

As an outcome of the WSIS in 2005, the Internet Governance Forum (IGF) was established under the auspices of the UN Secretary-General as a forum for multi-stakeholder policy dialogue, unencumbered by operational or decision-making responsibilities. Unlike the legacy Internet governance organizations, the IGF — and particularly its Multi-stakeholder Advisory Group — was established as an entity with highly structured formal representation from each of

**Recommendation**

Internet governance institutions should ensure that those affected by Internet governance are aware of where decisions are being made and how they can participate. Information-sharing outreach activities are essential, but so too are educational and capacity-building efforts to teach participants about the technical fundamentals of the Internet that, in many ways, determine what is and what is not possible in policy making. All such efforts should also target young people who make up the first truly digitally literate generation, and who need to understand their responsibility to participate, and the benefits to participating in multi-stakeholder Internet governance, as well as that their involvement will have an influence.
the stakeholders specified in the WSIS definition.‡‡ This structure has led to on-going debate about what proportion of members each stakeholder group should nominate, from what regions, and how topics are chosen for the annual meetings. Thus, despite its placement within the United Nations, the governance model of the IGF continues to be contested by some of its stakeholders, as might be expected in any community. Nonetheless, the IGF has been recognized as a success, having been renewed for five years in 2010, and for a further 10-year term by the General Assembly’s WSIS+10 Review in December 2015. The decision to renew its mandate was, in part, recognition of improvements that have been made, while also recognizing the need for continued evolution in its development, including providing concrete results for its stakeholders.

More broadly, the WSIS+10 Review resulted in an encouraging recognition of the progress made in the first 10 years of cooperation and shared dialogue on Internet governance. The UN General Assembly’s endorsement of the WSIS agreement on the importance of the bottom-up, distributed collaborative processes will further encourage the continuing development and spread of the Internet as a force promoting social and economic development and human rights. The unequivocal recommitment to the multi-stakeholder model, the renewal of the IGF mandate and the central focus on creating a digital enabling environment for achieving the UN SDGs show how much progress has been made. While this outcome is to be celebrated, in order to achieve these goals greater stability is required, including finding a stable funding mechanism for the IGF. The Commission supports the continuation of the IGF under the UN Secretary-General, while at the same time recognizing that the IGF cannot progress without an adequate and stable source of funding.

The ITU has been an active arena in the debate about the most appropriate institutional forum for Internet governance, at least since the conclusion of the WSIS (for which the ITU played the leading managerial role). Part of the UN family, it is an intergovernmental agency, although it provides non-voting membership to the private sector, academic institutions and technical organizations that want to contribute to its work. The ITU mandate includes telecommunication standard setting, regulatory advice and powerful roles in the allocation of scarce resources such as the telephone numbering system, satellite orbital slots and radio frequency spectrum. By analogy, some of its member states would prefer a stronger role for the United Nations, and see the ITU as a potential candidate to undertake partial or full management of the parallel responsibilities for the Internet. This has played out in government-only treaty and non-treaty conferences since the post-WSIS Plenipotentiary Conference of 2006. Some member

---

**Recommendation**

The United Nations should take practical steps to implement the decision of member states to extend the mandate of the IGF, including providing the necessary funding for its base budget.

**Recommendation**

All stakeholders should recognize the legitimacy of the multi-stakeholder approach to Internet governance and the critical role played by the Internet technical organizations. Member states of the ITU should explicitly reinforce the complementarity between the ITU’s activities and those of the Internet technical organizations, and work with those organizations to avoid duplication and to collaborate where there is the potential to increase benefits.

‡‡ The Multi-stakeholder Advisory Group announced for 2016 comprises 55 members: 19 from governments, 14 civil society, 12 private sector, nine technical community and one from the media. The chair is from a not-for-profit organization. See http://bit.ly/1Th42B0.
states have sought to create authority for the ITU in a number of areas, including Internet numbering (currently the responsibility of RIRs), standard setting (now shared among the IETF, the W3C, the IEEE [Institute of Electrical and Electronics Engineers] and others), charging arrangements for Internet data carriage (for the most part negotiated among private operators), and in a range of other policy areas. Deep divisions on these issues surfaced most forcefully during the 2012 WCIT. The divisions demonstrated there, and the split vote result clearly showed that there is as yet no consensus that moving Internet governance into a UN agency would increase its legitimacy, or its effectiveness.

The Supporters of Favouring a Strong Governmental Model for Internet Governance

The most challenging view of institutional legitimacy in Internet governance comes from countries that favour a strong governmental model with states exercising sovereign control over their countries’ Internet, accompanied where necessary by international treaties. Countries in this grouping have not been able to develop much support from other stakeholder groups for this way of doing things, which implies that they are less concerned with establishing their legitimacy with other stakeholders and prefer instead to exert state power to achieve their goals of controlling content online. If this group were to succeed, it is likely that the Internet would fragment into a number of national fiefdoms, with obvious consequences for the existence of a global Internet.

Signs of a New and Evolving Multi-stakeholder Approach for Internet Governance

The results of WSIS+10 are encouraging, but there are other very significant efforts underway that constitute a new phase in the ongoing development of multi-stakeholder Internet governance. The most notable of these was set in motion in 2014, when the US government announced its intention to transition its stewardship of the IANA functions to the multi-stakeholder community.

The IANA is a key element in how the Internet operates and, since the WSIS, the IANA has been a focus for those who objected to the original governance mechanisms of the Internet. Therefore, the US government announcement was of the greatest possible importance. It also gave rise to a prolonged effort by the broader multi-stakeholder community to meet the requirements set out for the transition. ICANN, as the current IANA functions contractor and the global coordinator for the DNS, was selected as the appropriate party to convene a global multi-stakeholder process to develop the transition plan. The government instructed ICANN to work collaboratively with the directly affected parties, including the IETF, the Internet Architecture Board (IAB), ISOC, the RIRs, top-level domain name operators, VeriSign and other interested global stakeholders to develop a transition plan that would: “support and enhance the multi-stakeholder model; maintain the security, stability, and resiliency of the Internet DNS; meet the needs and expectation of the global customers and partners of the IANA services; and, maintain the openness of the Internet.”

\[6\] The IANA functions involve the coordination of key technical elements that keep the Internet running smoothly, generally described as: the management of the codes and numbers used in Internet protocols; management of Internet number resources; and management of the root zone of the global DNS. Originally managed by the Information Sciences Institute at the University of Southern California by Jon Postel, these essential functions were contracted to ICANN in 1998 by the US Department of Commerce.
One condition was imposed, stating that the US government “will not accept a proposal that replaces the [US government] role with a government-led or an inter-governmental organization solution.” The IANA transition was a test of the efficacy of the multi-stakeholder model.

The multi-stakeholder process established to develop a plan to present to the US government for the IANA transition has proven to be a groundbreaking effort. It may be the first time a multi-stakeholder group much broader than the technical community has been required to come to a joint solution of this importance, including concrete implementation mechanisms, rather than simply to debate the issue. This proved to be a challenge in several ways. Each stakeholder group first had to understand the quite different decision-making mechanisms used by all other stakeholders in the IANA functions, and to build on that understanding to make the multi-stakeholder model work in practical terms. A further beneficial result of the process has been that all stakeholders now share a clear understanding of what are the requirements each client group has of the IANA process, and to find mutually satisfactory approaches to meeting them. The demystification that has resulted will help by grounding discussion of the IANA functions in reality, rather than continuing to look at the function as somehow being at the core of Internet governance itself, as some parties had previously. It should be noted that the ICANN structure includes the Governmental Advisory Committee (GAC), which consists of member national governments and distinct economies recognized in international fora, and observer multinational governmental and treaty organizations (including all the UN agencies with a direct interest in global Internet governance such as the ITU, UN Educational, Scientific and Cultural Organization (UNESCO) and the World Intellectual Property Organization). There are currently 162 GAC members and 35 observers. The GAC actively participated in the stakeholder discussions on the IANA transition.

Those concerned with the numbering- and protocol parameter-related functions were able to finalize their parts of the plan relatively quickly, while the so-called naming community took considerably longer. This likely was because the RIRs and the IETF/IAB/ISOC groups have the longest-established and most explicitly defined relationships with the IANA. In comparison with the naming community, they are also the most homogeneous of the groups.

The naming community, in contrast, comprises a larger group of stakeholders with the greatest diversity, working almost entirely within the ICANN organization. It includes domain name registries, registrars and country code operators, intellectual property lawyers, civil society and human rights activists, corporate users, security experts, technical experts and governments, to name only a few of the interests. Unsurprisingly, there can be considerable divergence among and between the various stakeholders, and they are accustomed to a sometimes contentious way of working toward a solution which is then proposed to the ICANN board of directors to be ratified, rejected or sent back for further work. Because ICANN convened, but was instructed not to control the development of the proposals for the IANA transition, the stakeholders in the naming community were required to achieve an agreement working on their own, and this resulted in a longer process. Many issues had to be resolved. Some governments seized upon the process to seek a stronger role to enable them to approve or reject ICANN decisions. Other powerful interests have opposed the transition altogether, fearing the consequences of the US government “giving up control of the Internet.” Many stakeholders expressed serious concerns about the accountability of the ICANN board and staff, leading to the creation of a separate and at least equally difficult process to find new mechanisms to address that very different set of issues.

The long and complex process has produced several important results. All the stakeholders had to learn about the others’ working methods, which gave rise to much greater understanding of the problems each faces. The client groups then had to understand their differing relations to the IANA, and to find ways to accommodate all of their needs without infringing on the needs of others. The decisions also had to be workable once they are implemented and become binding after the transition. The rigor imposed by the process gave rise to an increased maturity and responsibility in the ICANN/IANA environment. Importantly, despite this long and sometimes chaotic process, the final result was
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Recommendation
The GCIG commends the international Internet community for successfully rising to the challenge of developing a workable proposal for the transition of the IANA function to the global multi-stakeholder community. The Commission urges the US Congress and the US government to accept the transition plan forwarded to them on March 10, 2016.

Intergovernmental and international organizations also seek to develop collective approaches to the transnational impacts of the Internet. For example, the OECD has been dealing with fundamental issues such as privacy and transborder data flows since 1980, and continues to be an influential leader in all policy areas that underpin the digital economy. The IGF is active as a discussion forum, and has the potential to provide more concrete guidance through initiatives such as its best practices forums. There also are many other governmental and intergovernmental forums working on a wide range of new challenges (such as spam and cybercrime) and opportunities (such as bridging the digital divide). Non-government actors are also active, including in select international organizations such as the OECD, UNESCO and the ITU; in multi-stakeholder organizations such as the IGF and ICANN; independently through groups such as the Electronic Frontier Foundation, ISOC, and the Association for Progressive Communications; and in academic institutions, such as the Centers for the Internet and Society at Harvard and Keio Universities or the Oxford Internet Institute, to name only a few.

The diversity of these players and their activities shows that all segments of society are trying to come to terms with the opportunities and challenges presented by the Internet, but the sheer number of activities creates its own problems. Those who find themselves involved with these new issues can sometimes be uncomfortable working with new partners and in this new, highly diverse environment. The technical community is used to its work being based on participants’ demonstrated expertise, but it is not accustomed to having its work discussed in a politicized environment. Businesses are troubled when concerned citizens and governments seem to increasingly question the effects of new Internet-based

Coordination of Internet Governance

Many players are active in many forums concerned with the rules governing the Internet and its uses. There are many national policy initiatives in place to take advantage of the positive aspects of the Internet while mitigating its more negative impacts.

an acceptable set of proposals that has been sent on to the US government to be implemented. Leaving aside the challenges of achieving that end in an environment strongly affected by the US political system, and complicated by a national election, achieving agreement was a victory. One of the results is a new sense of legitimacy that arises from the process itself. It has shown that in Internet governance, success comes in part from full engagement in the multi-stakeholder processes, even in the face of initial disagreement and differences in the internal workings of each stakeholder group.

This is a sign of a new and evolving multi-stakeholder approach for Internet governance. In developing the IANA transition proposal, some groups were fundamentally representational, such as the governments participating through the GAC, some are entities with clear functional responsibilities, such as the RIRs and the IAB, and some are self-organizing interest groups, such as the various constituencies of the different supporting organizations and advisory councils. Yet each was required to find a way to collaborate in a complex, multi-layered process, and each succeeded.

The strength of this new model is in its adaptability. This model must be recognized and used as a template for the future of Internet governance in a rapidly changing world.
service offerings. Civil society actors, accustomed to the tradition of open debate and decision making in their own organizations, can be uncomfortably insistent that they deserve to engage in governance debates with all partners on an equal footing. All stakeholder groups are finding they are being asked to recognize the legitimacy of the demands made by others, and to adapt. This can require a major perceptual and behavioural shift.

In short, Internet governance is difficult, and all stakeholders are struggling to come to terms with its complexity. Countries and stakeholders that are new to Internet governance, especially at an international level, face the challenge that the Internet governance ecosystem is difficult to grasp due to the multitude of conferences, discussion forums and different Internet governance topics. Significant skills barriers are encountered by various would-be participants, especially in their earliest experiences. Very significant financial barriers also limit participation, due to the large and ever-increasing number of Internet governance meetings held in all parts of the world. Added to these challenges is a degree of confusion arising from a lack of clarity about which participants should, or must, participate in what parts of the multi-stakeholder process. As Mark Raymond and Laura DeNardis point out, it is not necessarily best for all groups to participate in all forums: “some policy making tasks may appropriately be relegated to the private sector, some the purview of traditional sovereign state governance or international treaty negotiations, and some more appropriately multi-stakeholder.”

This likely will only be sorted out over time, as experience is gained; in the meantime, all stakeholders face the challenge of tracking their issues across a multitude of forums.

While many traditional forums continue to be active platforms for debate, some new purpose-built forums are arising in an effort to help with the problem. One good example has been the NETmundial Global Multistakeholder Meeting on the Future of Internet Governance, held in Sao Paulo, Brazil, in 2014. Nearly 1,500 people from all sectors of society — government (including ministers and high-level officials), industry, civil society and the technical community engaged with one another on an equal footing to hammer out a set of principles for Internet governance, and a road map for the future of Internet governance. Unanimity was not achieved, but the NETmundial outcomes mark a major step by all stakeholder groups toward agreement on the basics of Internet governance, including agreement that Internet governance should be carried out through a distributed, decentralized and multi-stakeholder

---

**Figure 12: How Much Do You Trust Each of the Following to Play an Important Role in Running the Internet?**

<table>
<thead>
<tr>
<th>Trust Level</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>A combined body*</td>
<td>57%</td>
</tr>
<tr>
<td>An international body of engineers and technical experts</td>
<td>54%</td>
</tr>
<tr>
<td>The United Nations</td>
<td>50%</td>
</tr>
<tr>
<td>International technology companies</td>
<td>49%</td>
</tr>
<tr>
<td>My government</td>
<td>47%</td>
</tr>
<tr>
<td>The United States</td>
<td>36%</td>
</tr>
</tbody>
</table>

* A combined body of technology companies, engineers, non-governmental organizations and institutions that represent the interests and will of ordinary citizens, and governments.

Improving Multi-stakeholder Internet Governance for the Twenty-first Century

**Recommendation**
Coordination should be built around issues, not institutions, and should encourage expert participation.

**Recommendation**
The Commission is aware of and supports the NETmundial Solutions Map and recommends that permanent resources be allocated to continuing this effort.

ecosystem. This view is confirmed by the recent CIGI-Ipsos poll that showed 57 percent of people want a combined body of governments, private companies, technologists and civil society groups to have a hand in how the Internet is run. This number far outpaces the number of people who support the idea that their government alone (47 percent) should be in charge of the levers of power, as is being advanced by governments that want to impose sovereignty on cyberspace (see Figure 12). This is a positive outcome, but in a field that is already very broad, coordination itself has become a major issue.

Moving forward, it becomes increasingly important to find effective mechanisms to map, understand and, ultimately, coordinate the wide range of national, regional and international efforts to deal with the regime complex surrounding Internet governance. Continuing to address Internet governance in subject-area silos, where stakeholders are often unaware of one another’s activities, but independently developing and implementing policy, with ad hoc efforts to coordinate related activities, would be a serious mistake. Continuing in this uncoordinated manner is likely to increase the probability of dysfunction or fragmentation. It also would be a major missed opportunity.113

There is an urgent need to create a lightweight yet effective mechanism to coordinate and encourage cooperation across institutions and actors in the field of Internet governance. This coordination mechanism must necessarily be tied to existing institutions and processes, but should not result in the creation of a new institution to do the work. The mechanism should be consistent with the 2014 NETmundial principles for Internet governance and build on the Internet’s architecture to ensure the public has access to open and available data about decision-making processes, governance practices, issues and responses to enable their participation. The engaged public should have the ability to track work being done and contribute over time. The NETmundial Solutions Map, created by the Governance Lab at New York University and Second Rise, is one approach to facilitate coordination, offering an interactive tool that creates a repository of information that links issues, actors, solutions and resources, and help users understand the current landscape of Internet governance.114 Another suggestion worth considering is suggested by Nick Ashton-Hart in GCIG Paper No. 12,115 which advocates using existing forums to coordinate at the institutional level so as to deliver better policy results within existing processes and mandates. Such an approach would especially benefit developing countries by helping them to better decide where to focus their limited resources.

**Anticipating and Addressing Upcoming Challenges**

Throughout history, changes in technology have sparked new ways of organizing social, economic and political life. The Austrian economist Joseph Schumpeter captures these effects in the phrase “the gale of creative destruction.”116 In the past, technological changes have seemed sudden and disruptive. Yet most pale in comparison to the scope and especially the pace of changes launched by emerging digital technologies. The full ramifications of the shared economy, the IoT and distributed ledgers are hard to fathom from this early vantage point. The one constant of the new normal is constant change.
Rapid disruptions also present significant governance challenges for those who participate in Internet governance institutions and mechanisms. Unsettling disruptions to governments and to foundational businesses have taken place in large part because many countries and industries were not fully aware of the emergence of the Internet, did not foresee the magnitude and scale of the impact Internet technologies would have, and thus were unprepared to react to the emerging threats and opportunities they faced. Of course many of these innovations and their impacts have been positive, even if disruptive; therefore, for the health and stability of economies and societies, it is critical that countries take steps to anticipate change and adapt to innovation.

The impact of new technologies and applications are continuously being felt throughout our economies and our societies. These may best be dealt with by developing and applying shared principles, norms, rules and decision-making procedures — in short, through Internet governance. The rise of the “sharing economy” (Uber, Airbnb) and the early manifestations of the IoT, as well as the innovation of bitcoin and other distributed ledger (blockchain) systems, suggest that these may have even more disruptive effects than we have seen so far. However, attempting to deal with these on an ad hoc, country-by-country basis is not optimal, and particularly not when governments try to cope in isolation. Three examples help to illustrate the challenge.

**The Sharing Economy**

The disruptions resulting from the rapid spread of the sharing economy are already being felt. Uber has mounted unforeseen challenges to the taxi industry around the world. In New York, the value of taxi licenses (medallions) began to decrease within a few years of Uber’s launch. Airbnb is acknowledged to be driving down the growth and the value of the high-fixed-cost hotel industry. Internet-supported, software as a service (SaaS) platform businesses such as these, empower many smaller asset holders, such as car owners, apartment owners and others to compete without having to create *de novo* a new industry to be successful. They only need to attract sufficient customers or partners with assets that are not fully utilized, such as a car in the case of Uber, or motorcycles in the case of GoJek, to make the business model of existing large asset-owning businesses unsustainable. The economic impact is that a single SaaS business can drive a slowdown in many high-fixed-cost sectors across the world. The effects we have seen so far are only the beginning: a few areas likely to reach sufficient scale to suddenly surprise policy makers include peer-to-peer lending, the minute-by-minute reselling of purchased or leased cloud capacity, bicycle and automotive sharing (not just by companies such as Zip or Smove, but between individual owners) — all of which are experiencing early successes. These should be seen as examples of the creative destruction of capitalism, and in the long run are likely to bring considerable value to the economy.

Such developments do raise important governance questions, not least of which are whether there is a need to put a more thoughtful and coordinated shared policy framework in place to deal with the next globalizing, sharing economy disruptions; what are the implications for cross-border tax regimes; and how best to deal with the uncertainty created for employment in traditional jobs and traditional industries. There also is the open question of whether new regulatory requirements should be put in place to protect the public, including requirements for liability insurance. All stakeholders can benefit from shared efforts at gathering data, improving measurement by statistical agencies and collecting information on policy and regulatory approaches in different countries. Hopefully, these and similar efforts can help to answer some of the questions being posed about “who gets what jobs,” and the future of our economies.

The sharing economy presents a wide variety of governance challenges, most of which are not immediately part of the Internet governance landscape as generally conceived; however, as experience teaches us, it seems probable that Internet governance questions will inevitably arise as such a disruptive application becomes commonplace. The nature of the challenges we can see already tell us that a much wider range of stakeholders will need to be involved...
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Recommendation
All levels of government (national, subnational, local), industry, civil society and the technical community, need to be engaged on the new regulatory challenges posed by the sharing economy.

in policy making, including financial institutions, the insurance industry, consumer protection advocates and agencies, and labour unions, to name a few obvious examples. As an immediate step, academic institutions and organizations such as the OECD are encouraged to strengthen research, data collection and sharing experiences of the impacts of the sharing economy on established industries, employment and local communities.

The IoT

The impacts of the IoT are less well understood today than those of the sharing economy but, as already noted, it will certainly have a dramatic effect on the way we live our lives, on the nature of the Internet and on the economy. Again, this is an area where all stakeholders will be severely challenged by rapid and explosive growth, some of it driven forward without building in essential oversight and safeguards. Not only is the IoT going to be large, its impacts will be diverse. A partial list of known applications includes the following: ingestible sensors for use in health care; computer vision; wearables for many purposes; submersible drones; body scanners for retail; smart buildings; agricultural sensing; food safety; and behaviour-based automobile insurance — and this is only the beginning.

While many of these applications will undeniably have positive impacts, alarms are being raised that developers and those involved in commercialization are treating fundamental requirements as an afterthought, most notably by failing to incorporate privacy protection and security by design. Many in the corporate sector do not think that it is essential to build in security if it would mean slowing the introduction and commercialization of their products. This raises the spectre that we may be facing the real danger of the large-scale redistribution of risks to the public in the name of privatization of the profits. Unless governments put effective measures into place to ensure that the industry builds security in at the outset, it will not happen. The consequence will be less private and national security, and the costs will be shifted to the public individually or collectively through the government. Related risks will arise from the unprecedented collection, storage and indexing of IOT data, much of which will be even more personal and confidential than the data currently connected about our web activity. With widespread private collection of agricultural, scientific, transactional, machinery and maintenance data, the questions of data sovereignty, the application of data privacy laws, limits on private- and public-sector surveillance all become vastly more complex, and vastly harder to govern in a way that accommodates the needs of all stakeholders across a huge diversity of jurisdictions.

Governance responses will be required, but will be difficult to achieve in a timely and responsible manner. Issues of security and the appropriate management of data are only the beginning, but they must be dealt with. As with the sharing economy, the problems are global and affect all stakeholders.

Recommendation
It is essential that industry actors planning to or already engaged in the deployment of IoT hardware and applications accept responsibility for including data protection, privacy protection and strong security as basic design specifications for their products and services. Civil society organizations, academics and the technical community should engage together with government to raise public awareness of the opportunities and threats created by the emerging IoT, and demand that industry accept its responsibility to protect users who will be consciously or unconsciously affected.
Distributed Ledger Technologies

The final example of governance challenges posed by distributed ledger (blockchain) technologies is perhaps the least well understood of the three. Blockchain’s earliest application was to track and verify the exchange of bitcoins, but it has already become influential in a broader range of applications. Importantly, as a way to establish trust through a technology platform, it has the potential to impact the traditional roles of governments and major social institutions such as banks, as well as to provide a reliable anchor to the exchange of data and digital products in ways that have not previously been possible. In short, institutions that traditionally play a trusted third-party role can easily be supplanted by not just transnational, but actually stateless, competitors deploying distributed ledger technologies. In developing economies where the depth of public and private institutions is not great, this could be very dislocating. The impacts are starting to be felt and studied by international banks, but also by governments, such as in the United Kingdom and parliaments.

The simplest way to consider distributed ledger technology is as an open, end-to-end communications protocol, analogous to the IP. Distributed ledgers establish an open value exchange protocol, with “value” being very broadly defined. It can enable the exchange of a vast array of data which people find valuable. Just as IP enables innovation at the edge of the network, use of a distributed ledger enables established businesses and entrepreneurs to devise new platforms for the secure and transparent exchange of value. Anything that can be reflected in an agreement can be supported by these Internet-enabled ledgers. It is a distributed ledger: public, transparent, fast and can be grown or adapted to suit a particular purpose. Distributed ledgers let people who have no particular confidence in each other collaborate without having to go through a neutral central authority. As The Economist states, “it is a machine for creating trust.” But it is a technology still finding its way.

Government institutions, banks, payment transfer systems, insurers, agricultural agents and owners of intellectual property could all find their trusted third-party roles undermined or replaced outright by borderless competitors. In developing economies where the depth of public and private institutions is not great, this could be very dislocating. Clearly, distributed ledger technologies present a global governance challenge with very broad impacts including for Internet governance, as the Internet is an essential enabler of this new trust mechanism.

Recommendation

Private and government trusted third-party operators in all economies should begin to plan how they can respond effectively to a world where use of distributed ledger technologies becomes increasingly common, and to engage in a dialogue among themselves and with affected stakeholders, including legislators and regulators, as to how to best manage the upcoming dislocation.
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Being Prepared for an Uncertain Future

Even though we are collectively on the cusp of the next wave of Internet-enabled disruption, some points can be made with confidence. In the Internet governance context, to be able to survive and thrive, there is an increasing need to share information about new developments that may have implications for Internet governance, to be open to unpredictable change and to learn to adapt. Clearly, the private sector, civil society, the technical community, governments and international institutions each bring to the table their unique sources of information and unique perspectives that can help to understand emerging opportunities and challenges in Internet governance that cannot be dealt with by one interest group alone.

It is vital that countries at all levels of Internet adoption and development participate in this process on as much of an equal footing as possible. Innovations now often originate in regions where one might not have expected to find them in the past. Countries that are not already participating in Internet governance need to join the global dialogue both to ensure their present interests are taken into account, but also to safeguard the interests of future generations.

If the capacity to learn, to prepare and to adapt falls short, countries, economies and societies are in danger of falling behind, while those that adapt quickly will move forward. Complicating this danger is the fact that even within a country, economy or society, some may move dramatically ahead while others fall behind, potentially creating a tiered society. Already we see a pattern developing in many economies in which the majority of users are challenged merely to stay current with the relentless pace of innovation, while leading companies and the more digitally skilled individuals continue to push the boundaries of technology use — and to capture disproportionate economic gains and advantages as a result. This can damage the internal cohesion of a state. Distributed ledger technology also appears likely to increase pressure on the authority of the state to the extent it becomes relied on as a trust anchor or source of stability in times of disruptive change. Instead of trusting our fellow citizens, we may instead turn to business, social or religious networks to provide the basis of trust, or to Internet-based anonymous trust anchors such as those enabled by distributed ledgers. Each of these challenges is real, and each will require an adaptable governance response crafted through the multi-stakeholder approach.

A number of institutions could help to identify and stay ahead of the challenges that all countries, economic sectors, businesses and individuals are likely to face in the next few years. Existing institutions, universities and technical institutes are an obvious place to start. These, along with the many national research and education networks (NRENs) that already exist in many countries, are well positioned to track and understand the meaning of rapidly deploying technologies, and to advise the societies in which they are based on necessary and appropriate governance responses. In addition, they are mandated to educate young people, who are best equipped to lead innovation and adaptation.

Private and public think tanks, national statistical agencies and many international organizations based in the United Nations or others such as the OECD, the Asia-Pacific Economic Corporation and the G20, either have or could develop the expertise to monitor and offer advice on emerging governance challenges within their sphere of competence. Key among these is the ability to define indicators and gather data to allow evidence-based analysis of the impacts of Internet innovation, and Internet governance measures, for society and the global and regional economy.

Civil society and business organizations can play a particularly useful role by drawing on their diverse networks of members and contacts, many of whom are intimately involved in creating change. One can think of examples like the Association for Progressive Communications advocacy on the future of Internet governance, the IETF efforts to find antidotes to pervasive monitoring on the Internet, ISOC’s leadership programs and the many private-sector organizations such as the Industrial Internet Consortium, or the IEEE already forecasting and preparing to create and adapt to the next wave of innovation.
A collaborative study of the effects of Internet governance and requirements likely to result from the next wave of Internet-enabled innovation must be undertaken in an inclusive, transparent, bottom-up fashion and widely shared among all stakeholders. Scenario-based methodologies could prove useful in anticipating realistic potential impacts.

**Recommendation**

Universities, technical institutes and experts involved with NRENs and national statistical agencies should establish initiatives to track and understand the meaning of rapidly deploying technologies and to advise the societies in which they are based on necessary and appropriate governance responses.

**Recommendation**

International institutions and think tanks should bring together policy makers, regulators, planners, educators, corporate heads, entrepreneurs, technologists and professional bodies to assist in policy development to smoothly and effectively develop cross-sectoral and cross-border responses to governance challenge.

**Recommendation**

Countries must commit to ensuring that their first digitally literate generations have the tools and the connectivity needed to develop and to help their societies to adapt to the coming changes. Emerging generations of “digital natives” must be empowered to exert their influence effectively in the area of Internet governance at earlier ages than would be the norm in many cultures.
All developed economies now have multiple Internet dependencies. As more of the world’s people come online and as global reliance on the Internet rises, the vulnerability to disruption increases.

Through our work, the Commission has concluded that there is a need to expand the view of Internet governance by creating a new social compact for the digital age. The complex of institutions and individuals that have created the modern Internet and sought to find workable solutions to problems as they arose have been, and largely continue to be, remarkably successful. And yet, we have been convinced that the threats to the universally available, open and secure Internet continue to mount. This report outlines some of the most pressing challenges — among them the need to connect the unconnected by expanding access and improving accessibility for all; to protect and extend human rights; to increase trust and confidence in the network and those who govern it by enhancing protection for personal privacy, individual safety and network security. We also recognize the urgent need to be ever more inclusive in policy making; to set norms and sometimes limits on/for government and corporate behaviour; to avoid the weaponization of the Internet and the potential for disastrous conflicts; and to prevent fragmentation. As readers of this report will recognize, this is only a partial list of the challenges we face in Internet governance.

The Commission has concluded that developing a new Social Compact for the Digital Society has the greatest potential for success as a way for us to address the kinds of challenges faced by Internet governance. We began to express our belief in the value of pursuing this normative approach in a statement released during our June 2015 meeting in The Hague, now included as the Annex of this report.
The Social Compact for the Digital Society will require a very high level of agreement among governments, private corporations, civil society, the technical community and individuals. Governments can provide leadership, but cannot alone define the content of the social compact. Achieving agreement and acceptance will require the engagement of all stakeholders in the Internet ecosystem. At first, it is unlikely that a universal social compact suitable to all circumstances could, or even should, be the immediate goal. The Internet is used and valued across all cultures and all borders. Significant changes of attitude can sometimes evolve more quickly and more flexibly than could be possible through negotiated treaties or international legal instruments. In time, national approaches may gain recognition as good international practices, and may eventually acquire the status of customary international law. But that is many years away, and the speed of technological change argues for flexibility and innovative solutions.

The social compact will contribute to building a new, expanded model of multi-stakeholder governance. Although we recognize the term “multi-stakeholder” can be contentious, it highlights a fundamental truth about the Internet: every part of the Internet ecosystem affects every other part. Thus, the new social compact is not about “balancing” human rights and privacy against states' interests or against commercial rights. It is about ensuring that a framework exists where each actor understands that they have the responsibility to act not only in their own interest, but also in the interest of the Internet ecosystem as a whole. By definition, the process should result in outcomes that are win-win rather than zero-sum games. Effective security, successful business models and human rights are mutually reinforcing in the long run. All interests must recognize and act on their responsibility for a stable, resilient, adaptable and universal Internet in collaboration with all others, or no one is successful.

In the end, it is in the interest of all stakeholders that the Internet remains trusted as a common global resource: open, affordable, unfettered and available to all as a safe medium for further innovation. Government, business and civil society must work together toward that aim.

Success in this endeavour will require that we collaborate to refresh and extend the model of multi-stakeholderism that has so far empowered the growth of the Internet: to conceive of a new model that embraces greater involvement by those whose lives are affected by governance decisions. This new vision of multi-stakeholderism requires a more collaborative, global and decentralized model of decision making; enhanced coordination and cooperation across institutions and actors; increased interoperability in terms of identifying and describing issues and approaches for resolution throughout the ecosystem; open information sharing and evidence-based decision making; and expertise- or issue-based organization to allow for both localization and scale in problem solving.

We know that Internet innovation will bring millions of new users online, creating new opportunities, new benefits and new threats. This will certainly mean that our present understanding of who needs to be involved in Internet governance needs to expand and change to accommodate new interests and new concerned parties. To continue to be effective, Internet governance will need to be more inclusive and more distributed.

We believe this is all possible to achieve in time to avoid the many worst-case scenarios some have posited for the future of the Internet. But we also believe that achieving this vision is only possible if all stakeholders commit to making this new model a reality, through an iterative consensus-building approach to creating a new Social Compact for the Digital Society. From our diverse geographic and stakeholder backgrounds, the GCIG is committed to achieving success, and we invite you to join in.

Looking to the future, the Commissioners are pleased to have been able to make a positive contribution through our work, represented by this report and its recommendations. Where possible, we have identified specific institutions or groups of stakeholders we believe to be the prime actors in addressing an issue, and made concrete suggestions for the direction of work needed. We recognize that we are not and could not be aware of the vast number of groups, institutions and individuals who are or should be involved in
achieving the results we recommend, and apologize for any errors or omissions in this effort.

As we complete our work, the GCIG is encouraged to hear of efforts underway and plans being made to deal thoughtfully with the key issues of Internet governance. We have certainly identified many important areas requiring more research and more thoughtful deliberation that we were not able to undertake during the life of this Commission, and we hope to be able to engage with the work of others in the future. In particular, we strongly recommend more work is done to understand the reciprocal impacts of the Internet in the geopolitical realm, and to develop norms with the aim of preventing the worst potential impacts of geopolitics for the Internet.

We have found that, by and large, considerations of geopolitics/realpolitik are missing from the debate on Internet governance. This should not be about the technological aspects of the Internet, but about what the future is going to look like — about who controls what, who gets what, how and when. It will be about the distribution of power in the political realm. As with the effort we are concluding, this discussion will need to engage all players, including the governments of states pursuing a misguided vision of “Internet sovereignty” — erecting borders in cyberspace and asserting the government’s right to impose significant constraints on the free flow of information on the Internet. This will require outreach to new stakeholders not normally involved in these discussions. We are satisfied that in our work we broke new ground on this topic. We found it useful, even revelatory, to look at issues of geopolitics in our very diverse group, but the topic proved far too large for us to look at in a comprehensive way in the time available to us. We would encourage others to pick up this effort by undertaking research and broad discussions directed specifically at geopolitical issues. It is certain that the need is very broad, again encompassing economic, human rights, social and technical implications for inclusion and for the ongoing viability of the Internet.

The GCIG believes this work is essential, and we commend it to those who follow our work. At the same time, we reiterate the value of approaching Internet-related issues within the conceptual framework of the global social compact. It is not a world where any one group can unilaterally make and impose decisions, no matter if it is as powerful as the nation-state.
In its deliberations, the GCIG has benefited from an extraordinary collaboration among its members, drawn from all stakeholder groups and from around the world. We have examined a wide range of issues and debated vigorously, frankly and in the shared desire to find opportunities to realize the benefits the Internet continues to bring, while addressing the challenges we face.

Like the technology of the Internet and the uses people, firms and institutions find for the Internet, the constellation of stakeholders with an interest in Internet governance will certainly grow. Whatever issues arise and whatever decisions affect the course of technical, economic and social development on the Internet, the mechanisms of Internet governance must be adaptable to remain relevant and effective.

One thing has become very clear from our work together. Choices need to be made, and no choice is itself a choice. It is all about who should have what power to control the future of the Internet. The Internet has fundamentally changed the world and as the next billion and the next billion after that join the global conversation it has enabled, it will continue to change the world. The changes we will see can be fundamentally beneficial, or destructive, perhaps even rolling back the gains that have been made. It is up to us as individuals, as members of civil societies, in our roles in business, in governments and in our communities to determine which direction change will take. In writing this report, the GCIG provides practical advice on the steps everyone needs to take to achieve a positive, creative outcome. The Commissioners intend to do their part, and they invite you to join in the effort.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D</td>
<td>three-dimensional</td>
</tr>
<tr>
<td>CIGI</td>
<td>Centre for International Governance Innovation</td>
</tr>
<tr>
<td>DDoS</td>
<td>distributed denial of service</td>
</tr>
<tr>
<td>DNS</td>
<td>domain name system</td>
</tr>
<tr>
<td>DNSSEC</td>
<td>Domain Name System Security Extensions</td>
</tr>
<tr>
<td>G20</td>
<td>Group of Twenty</td>
</tr>
<tr>
<td>GAC</td>
<td>Governmental Advisory Committee (ICANN)</td>
</tr>
<tr>
<td>GCIG</td>
<td>Global Commission on Internet Governance</td>
</tr>
<tr>
<td>GNI</td>
<td>gross national income</td>
</tr>
<tr>
<td>IAB</td>
<td>Internet Architecture Board</td>
</tr>
<tr>
<td>IANA</td>
<td>Internet Assigned Numbers Authority</td>
</tr>
<tr>
<td>ICANN</td>
<td>Internet Corporation for Assigned Names and Numbers</td>
</tr>
<tr>
<td>ICT4D</td>
<td>ICT for Development</td>
</tr>
<tr>
<td>ICT</td>
<td>information and communication technologies</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>IETF</td>
<td>Internet Engineering Task Force</td>
</tr>
<tr>
<td>IGF</td>
<td>Internet Governance Forum</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>IPv4</td>
<td>Internet Protocol version 4</td>
</tr>
<tr>
<td>IPv6</td>
<td>Internet Protocol version 6</td>
</tr>
<tr>
<td>ISOC</td>
<td>Internet Society</td>
</tr>
<tr>
<td>ISPs</td>
<td>Internet service providers</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union</td>
</tr>
<tr>
<td>IXPs</td>
<td>Internet exchange points</td>
</tr>
<tr>
<td>MGI</td>
<td>McKinsey Global Institute</td>
</tr>
<tr>
<td>MLAT</td>
<td>mutual legal assistance treaty</td>
</tr>
<tr>
<td>NRENs</td>
<td>national research and education networks</td>
</tr>
<tr>
<td>OECD</td>
<td>Organisation for Economic Co-operation and Development</td>
</tr>
<tr>
<td>RAN</td>
<td>Research Advisory Network</td>
</tr>
<tr>
<td>RFC</td>
<td>Request for Comments</td>
</tr>
<tr>
<td>RIRs</td>
<td>Regional Internet Registries</td>
</tr>
<tr>
<td>SaaS</td>
<td>software as a service</td>
</tr>
<tr>
<td>SDGs</td>
<td>Sustainable Development Goals</td>
</tr>
<tr>
<td>SMEs</td>
<td>small to medium-sized enterprises</td>
</tr>
<tr>
<td>Tor</td>
<td>The Onion Router</td>
</tr>
<tr>
<td>UNGGE</td>
<td>United Nations Group of Governmental Experts</td>
</tr>
<tr>
<td>UNHCR</td>
<td>United Nations High Commissioner for Refugees</td>
</tr>
<tr>
<td>VAT</td>
<td>value-added tax</td>
</tr>
<tr>
<td>W3C</td>
<td>World Wide Web Consortium</td>
</tr>
<tr>
<td>WCIT</td>
<td>World Conference on International Telecommunications</td>
</tr>
<tr>
<td>WSIS</td>
<td>World Summit on the Information Society (UN)</td>
</tr>
</tbody>
</table>
Annex

Toward a Social Compact for Digital Privacy and Security

Statement by the Global Commission on Internet Governance Issued at The Hague, The Netherlands on April 15, 2015.

The Global Commission on Internet Governance (GCIG) was established in January 2014 to articulate and advance a strategic vision for the future of Internet governance. In recent deliberations, the Commission discussed the potential for a damaging erosion of trust in the absence of a broad social agreement on norms for digital privacy and security. The Commission considers that, for the Internet to remain a global engine of social and economic progress that reflects the world’s cultural diversity, confidence must be restored in the Internet because trust is eroding. The Internet should be open, freely available to all, secure and safe. The Commission thus agrees that all stakeholders must collaborate together to adopt norms for responsible behaviour on the Internet. On the occasion of the April 2015 Global Conference on Cyberspace meeting in The Hague, the Commission calls on the global community to build a new social compact between citizens and their elected representatives, the judiciary, law enforcement and intelligence agencies, business, civil society and the Internet technical community, with the goal of restoring trust and enhancing confidence in the Internet.

It is now essential that governments, collaborating with all other stakeholders, take steps to build confidence that the right to privacy of all people is respected on the Internet. It is essential at the same time to ensure the rule of law is upheld. The two goals are not exclusive; indeed, they are mutually reinforcing. Individuals and
THE FOLLOWING ARE THE CORE ELEMENTS THAT THE COMMISSION ADVOCATES IN BUILDING THE NEW SOCIAL COMPACT:

- Fundamental human rights, including privacy and personal data protection, must be protected online. Threats to these core human rights should be addressed by governments and other stakeholders acting both within their own jurisdiction and in cooperation.

- Interception of communications, collection, analysis and use of data over the Internet by law enforcement and government intelligence agencies should be for purposes that are openly specified in advance, authorized by law (including international human rights law) and consistent with the principles of necessity and proportionality. Purposes such as gaining political advantage or exercising repression are not legitimate.

- In particular, laws should be publicly accessible, clear, precise, comprehensive and non-discriminatory, openly arrived at and transparent to individuals and businesses. Robust, independent mechanisms should be in place to ensure accountability and respect for rights. Abuses should be amenable to appropriate redress, with access to an effective remedy provided to individuals whose right to privacy has been violated by unlawful or arbitrary surveillance.

- Businesses or other organizations that transmit and store data using the Internet must assume greater responsibility to safeguard that data from illegal intrusion, damage or destruction. Users of paid or so-called “free services” provided on the Internet should know about, and have some choice over, the full range of commercial use on how their data will be deployed, without being excluded from the use of software or services customary for participation in the information age. Such businesses should also demonstrate accountability and provide redress in the case of a security breach.

- There is a need to reverse the erosion of trust in the Internet brought about by the non-transparent market in collecting, centralizing, integrating and analyzing enormous quantities of private information about individuals and enterprises — a kind of private surveillance in the service of “big data,” often under the guise of offering a free service.

- Consistent with the United Nations Universal Declaration of Human Rights, communications should be inherently considered private between the intended parties, regardless of communications technology. The role of government should be to strengthen the technology upon which the Internet depends and its use, not to weaken it.

- Governments should not create or require third parties to create “back doors” to access data that would have the effect of weakening the security of the Internet. Efforts by the Internet technical community to incorporate privacy-enhancing solutions in the standards and protocols of the Internet, including end-to-end encryption of data in transit and at rest, should be encouraged.

- Governments, working in collaboration with technologists, businesses and civil society, must help educate their publics in good cyber-security practices. They must also collaborate to enhance the training and development of the software workforce globally, to encourage creation of more secure and stable networks around the world.

- The transborder nature of many significant forms of cyber intrusion curtails the ability of the target state to interdict, investigate and prosecute the individuals or organizations responsible for that intrusion. States should coordinate responses and provide mutual assistance in order to curtail threats, to limit damage and to deter future attacks.

This statement provides the Commission’s view of the issues at stake and describes in greater detail the core elements that are essential to achieving a social compact for digital privacy and security.
businesses must be protected both from the misuse of the Internet by terrorists, cyber criminal groups and the overreach of governments and businesses that collect and use private data.

A social compact must be built on a shared commitment by all stakeholders in developed and less-developed countries to take concrete action in their own jurisdictions to build trust and confidence in the Internet. A commitment to the concept of collaborative security and to privacy must replace lengthy and over-politicized negotiations and conferences.

Introduction: The Opportunities and Risks Emerging from the Internet

In a short period of time, the Internet has become enmeshed in our daily lives. Now, people can exchange text, voice, images and data of all kinds — from anywhere in the world, instantly. We can create content, interact digitally, shop internationally with ease, exchange knowledge and ideas, and work together globally. The Internet, as a network of networks, is already capable of communicating and storing almost unimaginable volumes of data online, including data that can be associated with each of us individually and can be used for good or for ill.

In developed economies, the Internet has already delivered substantial social and economic benefits and is now an essential vehicle for innovation. For the developing world, the Internet can represent a powerful medium for social progress and economic growth, lifting millions of people out of poverty. For those struggling against repressive regimes, it represents a window into the wider world, a voice and a means to mobilize resistance and support. For those wishing to spread violent and hateful ideologies, it represents an unparalleled opportunity to try to radicalize new audiences. For those seeking criminal gains, it represents a way of conducting traditional crimes on a larger scale and conducting new forms of Internet-enabled crime.

It is important to recognize that the communications and data of all of these actors are mixed together in the packet-switched networks and data clouds of the Internet. They all use the same fixed and, increasingly, mobile devices operating with the same Internet protocols. For the authorities charged with tracking down terrorists, countries that conduct espionage, cyber vandals and criminals of all kinds, the Internet provides a reservoir of information about their targets. But at the same time, the ability to access the intermingled data raises concerns over personal privacy and data protection.

Public Concern over Hacking of Personal Accounts

- Very/Somewhat concerned: 77%
- Not very/Not at all concerned: 23%

Public Concern over Personal Financial Cybercrime

- Very/Somewhat concerned: 78%
- Not very/Not at all concerned: 22%

Note: The CIGI-Ipsos Global Survey was conducted between October 7, 2014, and November 12, 2014. Twenty-four countries were polled, including Australia, Brazil, Canada, China, Egypt, France, Germany, Great Britain, Hong Kong, India, Indonesia, Italy, Japan, Kenya, Mexico, Nigeria, Pakistan, Poland, South Africa, South Korea, Sweden, Tunisia, Turkey and the United States. In total, 23,326 Internet users were polled, aged 18–64 in Canada and the United States, aged 16–64 in every other country.
All developed economies now have multiple Internet dependencies. As the global reliance on the Internet rises, the vulnerability to disruption increases. Although Internet access is far from universal, by 2020 the number of Internet users is expected to reach five billion, with each user capable of interacting with any other. The largest portion of this further growth will be in the developing economies. The opportunities to collect, retain and use data for commercial profit, for harm and criminal gain, and for intelligence and security purposes, will increase commensurately. All stakeholders’ capacity to protect fundamental human rights and to respond effectively will need to keep pace.

This shift in the availability of personal, commercial and public sector information, and the potential for access to infrastructure and control systems, represents a new source of vulnerability for society, magnified by the growing use of mobile devices and wireless networks that offer additional ways for networks to be penetrated.

These dangers will be accentuated by the advent of the “Internet of Things” that is already starting to connect the key objects and instruments of daily life — our cars, our homes, our appliances, our clothing and much more. In the emerging world of the Internet of Things, everything we do, see, use or touch will leave electronic tracks, enlarging further both the potential commercial and social value of such data. It also will expand the opportunities provided for police and intelligence agencies to learn more about their suspects. Important questions still have to be addressed concerning the vulnerability of such connected systems and the privacy implications of allowing state and private-sector actors to have access to and to share the big data that they will generate. Similarly, there will be a need to clarify that whatever access there is must have a legal basis.

**Individuals, Businesses and Governments Face New Challenges**

This data revolution has significant and complex negative implications for three sets of actors: individuals, businesses and governments.

A number of surveys indicate that, for individual and corporate users of the Internet, the primary concern is to have adequate assurance of the security of their information against misuse: the cybercrime, vandalism, theft and even terrorist acts that the Internet enables. Not all individuals understand the full scope of what they have placed online deliberately or what information has been captured and stored by others as they go about their daily activities. Nor do most individuals know to what commercial use their data are deployed.

Third parties who have access to data have the potential to monitor, obtain and put to use enormous quantities of private information about individuals and businesses, their communications, their plans, their locations and behaviour, even their shopping, viewing and reading habits. These developments and increasing awareness of them pose a substantial challenge to safety and security, to privacy rights and to citizens’ trust in the Internet, which has steadily been eroding. Therefore, these developments are also a substantial threat to the social and economic value of the Internet.

Today, some companies exceed governments in their capacity to collect, store in centralized repositories,
Data Breaches Affecting over 10 Million

- **2004**: AOL (92,000,000)
- **2005**: T-Mobile Telecom (17,000,000)
- **2006**: Cardsystems Solutions Inc. (40,000,000)
- **2007**: Department of Veteran Affairs (26,500,000)
- **2008**: T-Mobile Telecom (17,000,000)
- **2009**: UK Revenue and Customs (25,000,000)
- **2010**: TK/TJ Maxx (94,000,000)
- **2011**: Auction.co.kr (18,000,000)
- **2012**: BNY Mellon Shareowner Services (12,500,000)
- **2013**: US Military (76,000,000)

integrate, analyze and make use of personal data. These companies are increasingly attractive targets for cyber intrusion, and susceptible to efforts to jeopardize the confidentiality, availability and integrity of these large data pools. These companies have to demonstrate to their users a high level of respect for, and protection of, the security and privacy of their information. At the same time, companies must exhibit corporate social responsibility in responding to government requests for access to their users’ data. They also must contend with increasing requests for access to data from law enforcement overseas due to the transborder nature of many activities taking place on the Internet.

Many companies operating on the Internet also are building their businesses on the use and sale of the data they gather. Often the data are accessed in exchange for providing a free service to their users. Data collected from customers are often used for purposes not explicitly revealed to those who provide the data, and used without their permission. On one hand, this is fuelling data analytics to the benefit of innovation. On the other, it raises concerns about the respect for users’ privacy. There is a rising call for regulators, or for the industry itself, to establish standards for transparency and accountability mechanisms to increase confidence in the marketplace.

Governments have the responsibility to pursue Internet policies that are consistent with fundamental human rights and the rule of law, and that promote economic well-being. At the same time, they have a duty to address threats from both state and so-called “non-state actors” such as dictators, insurgents, terrorists and other criminals of all kinds. As data and communications of all types moved from traditional telephone and radio technologies to Internet-based transmission, the opportunities for intelligence agencies to monitor such targets by intercepting and exploiting digital data increased. Yet it is difficult for law enforcement officials to interdict and prosecute transnational criminal activity without having assistance from secret intelligence agencies and their powerful tools of digital intelligence gathering. For example, the pattern and content of messages sent between al-Qaeda, Boko Haram, ISIL (Islamic State of Iraq and the Levant) or other terrorist operatives, and those between members of transnational criminal organizations, would be a high priority for interception by the intelligence and law enforcement agencies of many nations. Cooperation may be required to share specialized resources, because a great deal of criminal and socially damaging activity takes place in the deep recesses of the Internet, including the so-called “dark web.” Oversight is required to assure citizens that their rights are not infringed upon in the pursuit of a range of bad actors.

Government activities themselves are vulnerable to terrorists and cyber criminals through the Internet. Many governments are seeking to work with businesses to improve national cyber security to counter the risks of cybercrime, disruption and destruction, especially of critical national infrastructure. These increased risks underscore the importance of governments monitoring threats and attacks online. Nevertheless, some governments are conducting both targeted and mass surveillance in ways that have a chilling effect on fundamental human rights and, in particular, freedom of expression and legitimate dissent and protest, and threatens the realization of the Internet’s economic and social benefits.

National and International Responses

The speed of these contradictory developments in the use of the Internet has left policy lagging behind. Governments struggle to know how to manage the harms the Internet facilitates while preserving its power for good.

At a domestic level, responding to pressure from privacy and civil liberties organizations, in several nations a debate has started about the nature, capacity and legal framework of their digital intelligence activities. Some Internet and telecommunications companies now publish transparency reports about the demands governments place on them. Some nations already have comprehensive legislation to regulate intrusive digital intelligence powers; others do not. Some have parliamentary or judicial oversight (or both) of such activity while some do not have either.
Personal data protection regulations are mostly not yet suited to the complexity of the digital age — for example, by not adequately regulating the extensive secondary use of personal data or ensuring the transparency of exceptions to privacy for sovereignty and national security purposes. The military utility of offensive cyber operations and intelligence attacks is increasingly recognized, as are the dangers posed by advanced malware and software flaws.

At the international level, all states have subscribed to the UN Universal Declaration on Human Rights, and almost all states have ratified the UN International Covenant on Civil and Political Rights, both of which enshrine the right to privacy in international human rights law. Additionally, some groups of states have usefully developed the right to privacy further, such as in the Convention on Human Rights from the Council of Europe and by implementing the judgments of the European Court of Human Rights. Furthermore, both the NETmundial outcome document and the two recently adopted resolutions from UN General Assembly on the Right to Privacy in the Digital Age affirmed that the same rights that people have offline must also be protected online, including the right to privacy.

The obligation of states to protect and promote rights to privacy and freedom of expression are not optional. Even if they are not absolute rights, limitations to these rights, even those based on national security concerns, must be prescribed by law, guaranteeing that exceptions are both necessary and proportionate. Governments should guarantee the same human rights protection to all individuals within their borders. Clearly, any interference with the right to privacy should not be arbitrary or unlawful, bearing in mind what is reasonable to the pursuance of legitimate aims. The Organisation for Economic Co-operation and Development (OECD) Privacy Guidelines state that exceptions to its principles, including those relating to national sovereignty, national security and public policy (ordre public), should be as few as possible, and made known to the public. The 2013 International Principles on the Application of Human Rights to Communications Surveillance, developed at the initiative of civil society, are an important reference regarding how international human rights law should apply in the current digital environment. States are called to comply with the following principles: legality, legitimate aim, necessity, adequacy, proportionality, competent judicial authority, due process, user notification, transparency, public oversight, integrity of communications and systems, safeguards for international cooperation, safeguards against illegitimate access and the right to effective remedy.

Formal and informal efforts such as these are early steps in the emergence of a new social compact for the digital age.
Core Elements of a Social Compact for a Digital Society

There must be a mutual understanding between citizens and their state that the state takes responsibility to keep its citizens safe and secure under the law while, in turn, citizens agree to empower the authorities to carry out that mission, under a clear, accessible legal framework that includes sufficient safeguards and checks and balances against abuses. Business must be assured that the state respects the confidentiality of its data and they must, in turn, provide their customers the assurance that their data is not misused. There is an urgent need to achieve consensus on a social compact for the digital age in all countries. Just how urgent is shown by current levels of concern over allegations of intrusive state-sponsored activities ranging from weakening of encryption to large-scale criminal activity, to digital surveillance, to misuse of personal data and even to damaging cyber attacks and disruption.

In an environment of rapidly changing technologies and social attitudes, a normative approach would be a practical starting point for such an effort. Key elements of a social compact for the digital age will necessarily take different institutional and legal forms in different societies and cultures.

Nevertheless, a global social compact should be informed by a number of core elements:

- Fundamental human rights, including privacy and personal data protection, must be protected online. Threats to these core human rights should be addressed by governments and other stakeholders acting both within their own jurisdiction and in cooperation.

- Interception of communications, collection, analysis and use of data over the Internet by law enforcement and government intelligence agencies should be for purposes that are openly specified in advance, authorized by law (including international human rights law) and consistent with the principles of necessity and proportionality. Purposes such as gaining political advantage or exercising repression are not legitimate.

- In particular, laws should be publicly accessible, clear, precise, comprehensive and non-discriminatory, openly arrived at and transparent to individuals and businesses. Robust, independent mechanisms should be in place to ensure accountability and respect for rights. Abuses should be amenable to appropriate redress, with access to an effective remedy provided to individuals whose right to privacy has been violated by unlawful or arbitrary surveillance.

- Businesses or other organizations that transmit and store data using the Internet must assume greater responsibility to safeguard that data from illegal intrusion, damage or destruction. Users of paid or so-called “free services” provided on the Internet should know about, and have some choice over, the full range of commercial use on how their data will be deployed, without being excluded from the use of software or services customary for participation in the information age. Such businesses should also demonstrate accountability and provide redress in the case of a security breach.

- There is a need to reverse the erosion of trust in the Internet brought about by the non-transparent market in collecting, centralizing, integrating and analyzing enormous quantities of private information about individuals and enterprises — a kind of private surveillance in the service of “big data,” often under the guise of offering a free service.

- Consistent with the United Nations Universal Declaration of Human Rights, communications should be inherently considered private between the intended parties, regardless of communications technology. The role of government should be to strengthen the technology upon which the Internet depends and its use, not to weaken it.

- Governments should not create or require third parties to create “back doors” to access data that would have the effect of weakening the security of the Internet. Efforts by the Internet technical community to incorporate privacy-enhancing solutions in the standards and protocols of the Internet, including end-to-end encryption of data in transit and at rest, should be encouraged.

- Governments, working in collaboration with technologists, businesses and civil society, must help educate their publics in good cyber-security practices. They must also collaborate to enhance the training and development of the software workforce globally, to encourage creation of more secure and stable networks around the world.

- The transborder nature of many significant forms of cyber intrusion curtails the ability of the target state to interdict, investigate and prosecute the individuals or organizations responsible for that intrusion. States should coordinate responses and provide mutual assistance in order to curtail threats, to limit damage and to deter future attacks.
Moving toward a Social Compact for a Digital Society

The social compact for a digital society will require a very high level of agreement among governments, private corporations, individuals and the technical community. Governments can provide leadership, but cannot alone define the content of the social compact. Achieving agreement and acceptance will necessitate the engagement of all stakeholders in the Internet ecosystem. At first, it is unlikely that a universal social compact suitable to all circumstances could, or even should, be the immediate goal. The Internet is used and valued across all cultures and all borders. Significant changes of attitude can sometimes evolve more quickly and more flexibly than could be possible through negotiated treaties or international legal instruments. In the fullness of time, national approaches may gain recognition as good international practices, and may eventually acquire the status of customary international law. But that is many years away, and the speed of technological change argues for flexibility and innovative solutions. The area of secret intelligence is especially difficult to regulate since there is little international law governing it, but even that largely secret domain ought not to be free of ethical and legal considerations.

The social compact will contribute to building a new kind of “collaborative privacy and security.” The term highlights a fundamental truth about the Internet: every part of the Internet ecosystem affects every other part. Thus, the new social compact is not about “balancing” human rights and privacy against states’ interests or against commercial rights. It is about ensuring that a framework exists where each actor has the responsibility to act not only in their own interest, but also in the interest of the Internet ecosystem as a whole. By definition, the process should result in outcomes that are win-win rather than zero-sum games. Effective security, successful business models and human rights are mutually reinforcing in the long run. All interests must recognize and act on their responsibility for security and privacy on the Internet in collaboration with all others, or no one is successful.

In the end, it is in the interest of all stakeholders that the Internet remains trusted as a common global resource: open, affordable, unfettered and available to all as a safe medium for further innovation. Government, business and civil society must work together toward that aim.

**The Public’s Preference for Multi-stakeholder Governance**

- **57%** A combined body*
- **54%** An international body of engineers and technical experts
- **50%** The United Nations
- **49%** International technology companies
- **47%** My Government
- **36%** The United States

* A combined body of technology companies, engineers, non-governmental organizations and institutions that represent the interests and will of ordinary citizens, and governments

Conclusion

These recommendations are put forward by the Global Commission on Internet Governance to encourage a strong consensus among all stakeholders that the benefits of the Internet for humankind must not be put at risk, whether by disproportionate state behaviour in cyberspace, by criminal activity or by business activity undermining assurance in the confidentiality, integrity and availability of information on the Internet. Advancing a new normative framework, which accounts for the dynamic interplay between national security interests and the needs of law enforcement, while preserving the economic and social value of the Internet, is an important first step to achieving long-term digital trust. The Commission is committed to building on this statement by continuing its program of research and publication, undertaken in collaboration with partners from all sectors.
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