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Key Points

- Research institutions, for example, research libraries, archives and universities, are an essential part of society that are at high risk for artificial intelligence (AI) adoption within basic systems such as search and cataloging functions.
- No existing legislation or policy framework addresses the research sector or research institutions as a priority.
- Given its basic societal function, it is imperative that comprehensive AI policy be developed for the research sector in a collaborative, multi-stakeholder process.
- Existing policies for AI in universities, ethical frameworks for library and archive associations, and existing international and national policies are relevant to help construct a policy framework based on existing norms, practices and values.
- The core values of preserving information, preserving context, promoting accessibility, ensuring sustainability and fostering transparency are the foundational principles on which a policy for AI use in research institutions should be built.
- The Canadian landscape is well placed to lead international cooperation on this issue.

Introduction

Research institutions and the networks they form are essential foundations of society’s information infrastructure. These institutions’ role in collecting, preserving and disseminating information across sectors is crucial to protect cultural heritage and history, promote innovation, uphold the principles of open science and support the right to education. In addition to the qualitative impact of research institutions on society, they also represent a significant economic engine. U15 Canada (U15) — an association of the 15 largest research universities in Canada — states that their member institutions conduct roughly $8.5 billion in research annually, hold 83 percent of all contracted private-sector research in Canada and hold 81 percent of Canada’s university patents.¹ The U15 members and other research institutions in Canada also hold vast amounts of cultural, scientific and historical documentation that constitutes a vast portion of human knowledge and historical records. These institutions ensure a robust system of research and innovation for social good and provide a factual base on which civil society and governance can operate. Considering these factors, it is evident that universities and other research institutions across Canadian society represent an unmatched body of knowledge, playing a crucial role within society.

Recent international discussions of AI governance have identified research in general (alongside education) as an important area for AI governance, but this remains an

¹ See https://u15.ca/; see also www.univcan.ca/ for more statistics on the research impact of Canadian universities.
ill-defined risk area that has not been included in any significant legislation. Any substantive discussion of the research sector and AI has focused only on the educational function of the institutions or the role institutions play in driving new AI research, not considering the ways AI might affect how research institutions function or the potential risks of integrating AI into the basic systems of these institutions. Research institutions are an essential part of education, but they play the parallel (and at times more important) role of storing and making accessible, vast amounts of knowledge on which most academic and industry research is based, at least in part. The exclusion of research institutions from substantive AI legislation is, to some degree, a result of governments not wishing to interfere with academic freedom and research innovation. However, despite the need for academic freedom, these institutions play an essential role in society and any AI use in the sector must be guided by comprehensive policy. It may be the case that government legislation is not appropriate for various reasons. If so, it is necessary for the institutions in question to develop sector-wide policies to protect them from AI risks and ensure a coordinated and effective plan for yielding the maximum benefits of AI use in research institutions with governmental support.

Although not explicitly recognized in most discussions of AI governance, research institutions are a high-risk sector for AI use. The European Commission’s definition of high-risk AI highlights several sectors including “critical infrastructures,” “educational or vocational training,” and “essential private and public services” (European Commission 2023), which research institutions fall under. Research networks constitute part of the critical infrastructure supporting research and housing vast amounts of data and information. Most of the research institutions mentioned are directly involved in supporting education and access to education. Finally, access to reliable information is an essential public service that research institutions deliver.

The imperative to develop policy for AI use in research institutions is due to the essential function of research institutions and research networks in society. As each of these institutions has a different mandate and serves different publics, this framework must address the most fundamental values and goals of all research institutions. Government should play a role in regulation, but in the interest of expediency and utilizing the expertise in the sector, policy development and implementation should be a collaborative process between existing research institutions and the associations that connect them, innovating by using existing ideas rather than reinventing the wheel.

This paper will survey existing policies relevant to AI use in research institutions. It will then explore the rewards and risks of AI use in research institutions and, considering these risks, will identify other relevant frameworks and documents that should inform policy development alongside formal legislation and policy. The paper will then propose a foundational framework for AI use across research institutions and next steps for policy makers.

---

2 See United Nations Educational, Scientific and Cultural Organization (UNESCO) (2023), which highlights research but does not specifically refer to how research institutions will use AI within their critical systems and on a more day-to-day basis.

3 See the Canadian Institute for Advanced Research, “The Pan-Canadian AI Strategy” (https://cifar.ca/ai/), which details strategy for supporting investment in AI development through universities and research institutions but does not identify the risks of AI use within research institutions.
Definition of Terms

In this paper, “research institution” refers to institutions involved in the collection, storage, facilitation of access to, or dissemination of information and data in the interest of preserving and/or furthering human knowledge, history and culture, serving the public and social goods of research, education and innovation. This is primarily referring to public research libraries, archives and museums in Canada, but some relevant institutions within and outside of Canada are not public.

The definition of “AI” in this paper is based on the Organisation for Economic Co-operation and Development’s (OECD’s) definition of “a machine-based system that, for explicit or implicit objectives, infers, from the input it receives, how to generate outputs such as predictions, content, recommendations, or decisions that can influence physical or virtual environments.” This definition addresses current and future AI that might be used in research institutions, including large language models (LLMs).

Risk and Reward

The debate on how to legislate the use of AI has focused primarily on the struggle between maximizing value and benefit from AI tools and mitigating significant risks posed by these tools, including those that are deemed existential risks to humanity. There have been recent debates as to whether regulation should focus on the immediate risks of AI such as increased disinformation or on the “science-fiction-like” existential threats of artificial general intelligence (a broad term used to refer to AI systems that will outperform humans in most basic tasks). However, there are both immediate and future risks that must be addressed, and any policy framework for AI must be flexible enough to adapt to both eventualities. For research institutions, the policy must first and foremost preserve and enhance the role these institutions play in society — namely, the preservation and proliferation of useful and trustworthy data and information for the benefit of culture, science and the economy. This section will contextualize AI within the unique functions and needs of research institutions.

Benefits

The primary benefits of AI use in research institutions are increasing access to and quality of data, improved labelling and contextualization of materials, and improving digitization and accessibility. The first potential benefit is to address the disparity between the high quality of metadata for library and archive catalogues of physical materials and the very low quality of metadata in online publications. Catalogues for physical collections receive extensive, expert human attention to ensure accuracy and depth in bibliographical descriptions. Digital resources tend to have their metadata generated without much attention paid to quality. For example, even the basic task of autogenerating a citation from a digital source often yields an incomplete citation that the user will need to correct before using it in a bibliography. AI-enabled catalogues, if trained well, would be able to learn what...
high-quality data is and what is most useful to users, generating more relevant data over time. This function would allow for quick and accurate cataloguing of materials, which would solve the problem of cataloguing backup that every institution experiences, freeing time for other tasks such as outreach, teaching and analysis.

When there is high-quality and meaningful data about the author, the text, the argument, the publication details or the data used in a text, this enables an institution to generate linked data, which are points in common that can link two or more texts through keywords (see Heath and Bizer 2011). This capability exists now in a limited capacity. With AI tools, however, linked data could automatically link materials in ways that a human cataloguer might not be able to see when generating keywords, and it has the potential to generate entirely new areas of exploration across disciplines and methods. Transdisciplinary approaches are a major priority for institutions such as the Centre for International Governance Innovation’s Digital Policy Hub. Enhanced linking data would also give researchers the capacity to quickly generate bibliometric analysis, which is the practice of mapping citations and connections between different materials to understand the broader discourse and trends of a topic (see Linnenluecke, Marrone and Singh 2020). Bibliometric analysis is a work-intensive process that, with abundant metadata and AI tools, could become an automated function on a library’s website.

High-quality metadata, bibliographical data, linking data and bibliometrics, would begin to produce a map of research that tracks thematic relationships over time: how texts change, are received and their perceived meaning in different periods, which could form the basis of context-specific labelling for research. In historical research, terminology and word meanings may change over time. With an AI-enabled search, historians could work with search terms that would exist relative to the context in which the searcher was exploring. For example, the term *historiografía* in sixteenth-century Portugal refers to a genre of narrative historical writing, while the modern translation, “historiography,” refers to the practice of analyzing historical methods over time. The two terms are linked but have very different meanings that should be preserved in the interest of context, and the contextualization of the two meanings also creates opportunity for thinking more deeply about the purpose and nature of historical writing, which is always shifting. This is also relevant when thinking about materials from colonial or authoritarian contexts that use outdated and offensive language that should not be reflected in the basic catalogue but should still be searchable for historical research. For example, the Nazi label of “degenerate art” should not come up as a general keyword when one searches the painter Otto Dix. However, a historian searching for specific examples of so-called degenerate art should be able to find materials from the painters who were labelled as such, as well as contemporary works by those scholars who defined and supported the term (appropriately contextualized for the reader), and modern scholarly work that analyzes the historical policies and the discourse that shaped that term. This would also have value in understanding changing terms and discourse in scientific thinking, whether distinguishing between current views on the movement of planets and Nicolaus Copernicus’s early writing on the topic or simply following the changing ideas in quantum mechanics over the last two decades. All of these uses allow for the historical record and context to be preserved while also supporting the need for a system that can adapt to the constantly changing methods and terms of research.

---

5 See www.cigionline.org/digital-policy-hub/.
Ryan Cordell (2020, 519) discusses a version of changing the labelling of texts that he calls speculative bibliography, “in which textual associations are constituted propositionally, iteratively, and (sometimes) temporarily, as a result of probabilistic computational models.” A relative and potentially shifting labelling system would serve historians by using context-specific language that could change depending on the period or context in which a researcher was searching.

Speculative bibliography could also have a predictive capacity, to complement its historicizing and contextualizing function. It has been noted that generative artificial intelligence (GAI) can enhance research by identifying relationships in data that humans do not have the capacity to recognize (UNESCO 2023, 29). In the United States, the US National Science Foundation (2023) has announced a project where AI will be used to speculate on future paths for innovation and research, essentially delegating part of the research design and strategic planning process to an AI system that can plot the paths of greatest potential in scientific research. Having reliable and aligned AI systems for research in Canada could be the basis for similar predictive and speculative capabilities.

Finally, AI has a tremendous power to increase accessibility through improved optical character recognition technology that can scan physical texts to PDFs and enable accessibility features. Newer AI models have shown that this can also be done with images from older books, providing accurate descriptions, context and analysis of illustrations. This not only promotes accessibility for the visually impaired or those with other disabilities, but also for non-specialists looking at an unfamiliar image in an unfamiliar book (Weinberger 2023). Thinking broadly about the idea of accessibility, quick and high-quality digitization, contextualization of text and images, and the ever-improving ability for AI tools to process and translate between languages would also make different materials accessible across language barriers. This could enhance scientific research collaboration across Chinese, Spanish and English (for example), but it could also help to both preserve and share the complexities of writing in a specific language. There are ways of thinking that are bound to the logic of a language itself, such as the distinct way of knowing, which are integral to Indigenous languages and differ substantially from European languages. It is also important to note that colonization often included degradation of Indigenous languages, and a major element of reconciliation has been to reinvigorate these languages and promote their study. AI systems could help to support and expand these language revitalization efforts.

Risks

The impact of AI in labour and job loss highlighted by the OECD is not a significant concern with research institutions. The potential uses of AI in research institutions would add capabilities that research institutions do not currently have or streamline time-consuming tasks that lead workers away from other important work. The more complex research, buying of materials, outreach and promotion of collections, teaching, advanced bibliographical analysis and institutional strategizing would become the primary focus of workers in research institutions, while the tasks of cataloguing, updating labels and managing loan services could be streamlined.

Information pollution is perhaps the largest risk posed by AI use in research institutions as all other issues of equity, access, preservation and reliability stem
from data quality. If the model used by a research institution is trained on poor-quality or biased data (which describes most currently available LLMs), then one of the fundamental duties of the institution — to preserve correct information and data — is undermined. A model that has incorrect information or faulty reasoning cannot be allowed to access what should be pristine data and would undermine the benefits of AI use in research institutions as they rely on high-quality data.

This connects to another of the OECD risk areas — the lack of diverse and quality data sets for AI training that would undermine the potential benefits and might lead to prejudice and discrimination or other biases. UNESCO highlights the risk of AI “reducing diversity of opinions and further marginalizing already marginalized voices” as a primary risk of AI in education and research contexts (UNESCO 2023, 17). Diversity must be defined broadly, including linguistic, geographical and cultural sources, but must also include a diversity of historical periods, research methods, values and any other diversity that reflects a pluralistic society. This is for the purpose of inclusion and equity but, perhaps more importantly, true diversity in data and in the people designing and implementing these tools will ensure any AI systems used in research institutions are of a robust nature, serving their purpose of supporting and enhancing human thought and research.

Regarding the risk of concentrating AI power in the hands of rich nations and the threat of malicious uses of AI, setting high standards for research institutions implementing AI systems will serve as a preventive measure. Having diverse and trustworthy publicly accessible research institution systems will help to promote access to information and to the benefits of AI. Having reliable stores of information in research institutions that are accessible and enabled with high-quality AI tools, will provide a deterrent to and possibly a means of combatting mis- and disinformation. However, poor-quality systems that lead to data pollution and engender distrust in institutions will contribute to the erosion of public trust.

The violation of norms (such as copyright and academic integrity) by AI tools is not a major concern with AI use in research institutions, as institutions and scholars are already bound by the law in these areas. However, the challenge of so-called hallucination (the creation of invented facts by LLMs) and the black-box nature of many models (the fact that the processes by which they arrive at conclusions or outputs are not fully knowable by users or developers) pose a threat both to following laws and to trust of models. As cognitive scientist Gary Marcus has written in multiple contexts, hallucinations are inherent to current LLMs and will never go away entirely (see Davis and Marcus 2023). The challenge of black-box models being used in research institutions is that the logic by which analysis or data is produced or organized might not be legible to users or administrators, making it difficult to rely on for research and to understand if it is aligned with human interests. Until models have eliminated hallucination and broken into the black box, so to speak, research institutions must consider limiting use of LLMs to ensure the quality of their digital systems.

Finally, the effects of AI on the environment are significant, but far from new for research institutions. Computer server banks and the physical spaces that support collections, students, researchers and staff consume high amounts of energy that must be curbed over time. This is already a concern for libraries and archives and will continue to be a concern regardless of how AI is deployed.
The listed risks are likely possibilities if AI were to be deployed in a research institution or network without effective policies in place. On a small scale, the loss of context, misleading results of a single hallucination or poor-quality metadata are inconveniences. However, when considering the centralized nature of research institutions, the volume of information in them, the number of critical projects that rely on them and that entire communities have their cultural heritage preserved in them, the risk of any large-scale degradation or misrepresentation becomes more serious. Just as AI has been called a threat to democracy (Kreps and Kriner 2023), the risk to research institutions is equally serious, endangering the fundamental structure of research and innovation on which our society relies.

The Existing Legislative and Policy Landscape

It is important to distinguish between the proposed and existing regulations that govern AI research, meaning regulation that imposes restrictions and reporting standards onto developers making AI models that exceed certain thresholds of capacity or compute. These regulations and policies are specific to research in developing new AI, not the use of AI tools (that will presumably already have passed regulator and safety scrutiny) in research institutions. This paper aims to develop policy for how AI tools will manage sensitive information and data in research institutions, rather than regulating how research is conducted.

Thus far, the UNESCO AI research and education report is the only international document to propose any policy for research institutions, but it mostly focuses on the educational implications of AI, not on AI use within the internal systems of research institutions (UNESCO 2023, 5). The report calls for serious “open public debate and policy dialogues on the long-term implications of AI in education and research” including public and private stakeholders (ibid., 20). This paper is in part responding to the UNESCO call to action on AI in research, with the hope of building preliminary capacity to address AI risk. Some of the action items in the UNESCO report are: avoiding the erosion of human agency; overreliance on AI tools (ibid., 24–25), centring human creative outputs; and promoting a plurality of ideas (ibid., 25). This speaks to the cultural and social value of research institutions in supporting diverse opinions, critical thought and creativity.

UNESCO’s general AI development recommendations highlight that any AI legislation and policy is, and should be, rooted in existing human rights and international agreements (UNESCO 2022, 6). The necessary tools and frameworks for policy development already exist in many cases, and so it is important to not reinvent the wheel for what is perceived to be a paradigm-shifting technology, but to build on what exists and innovate in the gaps. Many national and international laws will automatically apply to AI in research institutions, especially regarding copyright, intellectual property, human rights and data. In the context of human rights, the most
applicable UN resolutions are the rights to culture, access to science (UN General Assembly 2012) and the right to education (UNESCO 2019), which will influence how research institutions will implement AI. Beyond institutions, there is also the important discussion of how AI enablement in developed economies will affect developing economies, and the potential for an AI gap between countries such as Canada and those that do not have the same investment and research infrastructures.

Another useful international framework for developing policy for AI use in research institutions is the OECD’s “AI Principles overview,” which provides “values-based principles.” These principles are: inclusive growth, sustainable development and well-being; human-centred values and fairness; transparency and explainability; robustness, security and safety; and accountability. Based on these values, they also provide recommendations for policy makers: invest in AI research and development; foster a digital ecosystem for AI; provide an enabling policy environment for AI; building human capacity and preparing for labour market transition; and international cooperation for trustworthy AI. These are useful guides for thinking about the broader implications of an AI policy framework for Canadian research institutions and how it might be used as a base for significant international cooperation.

Within Canada, there is no legislation, proposed or existing, that addresses AI use in research institutions. The draft Canadian Artificial Intelligence and Data Act does not mention research at all and provides no specific guidance about the protection of valuable scientific, cultural and historical information in the research institution context. The Ministry of Innovation, Science and Industry oversees this proposed legislation and therefore the development and use of technology is of primary concern, while implementation in research institutions does not seem to be a current focus. There are several other governmental bodies that might have an impact on AI policy in research institutions, but the most actively involved currently is the Office of the Chief Science Advisor, which has been in close dialogue with the Canadian Association of Research Libraries (CARL) on open science efforts and on early AI-related research. There is no direct legislation for AI in research institutions seemingly due to government resistance to regulate academic institutions and likely also due to a lack of recognition of the risks and benefits of AI use in research institutions.

**Other Relevant Policy Frameworks**

Due to the lack of legislation and policy on AI use that is specific to research institutions, it is important to look to the institutions themselves for their AI-specific policies (which are, thus far, limited) and other relevant guidance that might be useful in building a sector-wide policy framework. Some useful building

---


blocks from which to construct a policy for AI use within research institutions include the following: university policies for AI use; library and archive policies on ethics, data stewardship and social responsibility; and library and archive associations’ policies for sustainable growth and technological advancement.

The first tier of university AI policies have very little formal policy and mostly provide students and faculty with basic resources for navigating the topic. The University of Ottawa,9 the University of Regina,10 the University of Manitoba11 and the University of Saskatchewan12 have guidelines or statements on ChatGPT, on AI use in the classroom, brief FAQ sections and links to resources. The University of British Columbia13 also provides a map detailing when to use AI in the classroom and when to avoid it.

The second tier could be called the “inform and warn” policies. These focus on the risks of AI to academic integrity and copyright, and establish rules and guidelines for how students and professors can avoid these risks. Queen’s University’s policy focuses on privacy and academic integrity issues stemming from GAI.14 Laval University’s policy discusses academic integrity but has no substantive policies yet.15 Laval also has a statement for professors to include in their syllabi regarding GAI use in class (ibid.). The University of Waterloo has several documents focusing on issues of copyright violation, academic integrity and resources for students and professors.16

The third tier tends to present AI as a neutral tool that can be used and misused, stressing the need for education to ensure positive outcomes. Dalhousie University highlights the need for student and faculty education on AI tools and argues that professors should only use AI to enhance the learning experience rather than expediting a transactional process.17 McGill University’s policy is based on five principles for GAI: AI education/literacy; the positive role of AI; professors’ discretion over AI use; high standards for instructors’ uses of AI; and student responsibility to existing rules.18 The University of Calgary’s Taylor Institute for Teaching and Learning highlights how using AI is not inherently misconduct, that it does not threaten human creativity and that uses within classes should be integrated into the aims of the course (Eaton and Anselmo 2023). The University of Guelph has recommendations for addressing AI in the classroom focusing on professors’ discretion and integrating AI into courses.19

---

12 See https://libguides.usask.ca/c.php?g=418130&p=5275298.
13 See https://academicintegrity.ubc.ca/generative-ai/.
19 See https://otl.uoguelph.ca/teaching-assessment-resources/teaching-context-ai/provisional-recommendations-use-generative-ai.
The fourth tier of university AI policies consists of institutions that have departments dedicated to AI policy and implementation. McMaster University has a Task Force on Generative AI in Teaching and Learning, which guides their policy development. As a result, McMaster has a list of principles for GAI use in the university and has general guidelines for professors using AI in teaching or in research, highlighting the importance of “Privacy, Security and Selection of Tools.” The University of Alberta’s Provost’s Taskforce on Artificial Intelligence and the Learning Environment has not yet produced a major policy document.

The University of Montreal has a heavy focus on AI ethics, likely due to the involvement of the AI scientist and advocate for AI regulation, Yoshua Bengio, who is part of the university’s AI steering committee and played a role in its responsible development declaration. The steering committee produced a statement guiding AI research that includes 10 principles for AI development at the university. The principles are: well-being; autonomy; privacy; solidarity; democracy; equity, diversity and inclusion; prudence; responsibility; and sustainability. The statement also lists recommendations for development that highlights international collaboration.

The University of Toronto does not currently have a distinct AI office, but with several AI institutes at the university, there are a variety of bodies engaged in AI policy. One of the university’s more unique documents is its “Guidance on the appropriate use of Generative Artificial Intelligence in Graduate Theses,” which applies their policies to the doctoral thesis process in a practical and clear way. The University of Toronto also has documents on academic integrity and AI, AI tool use by instructors and suggested language for syllabi (University of Toronto 2023).

Western University is the first school in Canada to have a chief AI officer, to navigate the changing AI landscape (Ferguson 2023). The university also has written guidance for how individual roles in the university should approach AI use, including for researchers, mostly highlighting existing commitments and policies. When comparing Canadian university AI policies with those from other nations, Canada is a clear leader in AI policy in higher education (see Usher and Desforges 2023). This may be due to the central role Canadian institutes and universities played in the AI boom worldwide. All policies by non-Canadian universities follow the trends in the first tier of Canadian university policies.

---

25 See https://montrealdeclaration-responsibleai.com/.
26 See www.sps.utoronto.ca/about/guidance-on-the-use-of-generative-artificial-intelligence/.
28 See https://ai.uwo.ca/.
Above, we see how universities have tried to anticipate AI’s effects and put into place some international frameworks for mitigating AI risk. In the absence of a specific framework for how research institutions should use AI, the existing policies and codes of ethics from associations of library and archive workers are the best body for building a sense of the shared fundamental values and goals of these institutions. Many of these institutions are actively researching policy options for AI use, but there is not yet any specific framework and there is no inter-institutional collaboration on policy. Each institution has unique goals and practices based on the kinds of materials they use and the publics they serve. However, all these institutions have a shared purpose to preserve and disseminate knowledge in society and can be linked to a set of core principles that intersect all research institutions.

It is also important to call attention to the existing algorithms and machine-learning elements already used for decades in library catalogues and research institutions, which constitute forms of AI and should be governed by robust policy. These existing uses are primarily in library catalogue searches and metadata organization within the institutions but tend to be based on proprietary algorithms owned by the companies selling the library management service that a library uses. The sector already has decades of experience adapting new technologies to serve their function as the historical memory and record of society and are thus highly qualified to think about how to align AI with their goals.29

The Association of College and Research Libraries (ACRL) Code of Ethics for Special Collections Librarians is the standard for most special or rare collections in Canada and the United States. The code holds practitioners to a high standard “due to the significant cultural and monetary value of the materials held in special collections libraries” and the fact that they preserve “cultural property, preserving original artifacts, and supporting both community engagement and scholarship with primary research materials” (ACRL 2020). The ACRL code is based on the core values of access and accessibility, description, development, labour practices and professionalism, outreach, reference, instruction and exhibitions, preservation and security, privacy and responsibility to originators of materials (ibid.). These values focus primarily on cultivating and preserving good quality materials for collections, protecting materials and ensuring access to them is safe and accessible to society.

The Society of American Archivists (SAA) argues that archivists should: expand access; contribute to scholarship; collaborate with users; be transparent; respect diversity and ensure archives reflect that; pursue professional development; preserve and share collections sustainably; mentor newcomers to the field; and share knowledge with users.30 These principles align with the ACRL code with the addition of the obligation to mentor new archivists in the field. They summarize their purpose and values as: preserving the cultural heritage of society through documentary record; compiling and maintaining records at all levels of society; “assisting in the interpretation of documentation of past events through the use of primary source materials”; and serving

29 In the introduction to The Rise of AI: Implications and Applications of Artificial Intelligence in Academic Libraries, the editors argue that “Librarians are uniquely positioned to rise to the challenge that AI presents to their field. Libraries and their like have existed for millennia; they progress with society, altering and adapting their services to meet the information needs of their communities” (Hervieux and Wheatley 2022).

30 See www2.archivists.org/statements/saa-core-values-statement-and-code-of-ethics.
all people interested in using the documents. The SAA code of ethics encourages professional relationships, good judgment (transparency about curation of materials), authenticity (origins of materials), protection, access (within acceptable limits imposed by the collection), privacy (for users) and trust. The ethical codes of both the ACRL and SAA maintain a high burden of responsibility to preserve and protect materials under the care of librarians and archivists, which are sufficiently robust to be applied to AI use in research institutions. These existing ethical codes, followed by most Canadian and US research institutions, demonstrate that many of the necessary tools are already in place for sector-wide policy, given the proper coordination and support.

CARL has similar values and goals to its US counterparts, but with the added priorities of advancing research, advancing teaching and learning, strengthening capacity, measuring impact and influencing policy according to the topic sections on their website. CARL’s distinct policy role places it in a position to lead Canada-wide and international policy development efforts for AI use across research institutions. Another priority for CARL that differs from its counterparts is protecting Indigenous and other traditional knowledge. CARL commits to balancing respect for tradition with open access; seeking to maximize the latter if it is in keeping with the former, following the International Federation of Library Associations and Institutions’ (IFLA’s) guiding principles on traditional cultural expressions and knowledge. The precarity of Indigenous knowledge is an important priority for research institutions in Canada and should be central to any discussion of equity and diversity in AI policy for research institutions. Indigenous materials are likely to be in collections under problematic arrangements, and often these collections constitute the entirety of written record of a community. Such materials should only be accessed by trustworthy AI with the community’s informed consent with reference to other frameworks such as OCAP®.

CARL’s Strategic Focus 2022–2025 declares a plan to build leadership on behalf of research libraries and develop local, national and international collaboration focused on digital culture, changing dynamics of research, technological development and increasing interest in equity to enhance Canada’s existing leadership role in the field (CARL 2022). These strategic priorities take the principles shared by existing associations and put them in the context of future-oriented policy development to address technological changes in the sector and society. As part of this concerted effort to develop and shape policy for research libraries, CARL has also submitted several policy papers to the Government of Canada, including a recommendation that the Government of Canada invest significant funds to support an “AI and Data

---

31 Ibid.
32 Ibid.
34 See www.carl-abrc.ca/.
36 OCAP® are First Nations principles for information governance, which stands for: Ownership: communities collectively own their information, and individuals own their own information; Control: First Nations have the right to control their information and the research processes that pertain to them; Access: communities have access to their own data and information wherever it is held and the right to decide who accesses that data and how; and Possession: stewardship over a community’s information whether it is held by the community or on their behalf; see https://fnigc.ca/ocap-training/.
Proposed Framework

Based on the shared responsibilities, values and obligations of research institutions, and on the primary concerns of the national and international discussion on AI governance, a foundational governance framework for AI use in research institutions should consist of five core values:

- **Preserving the integrity of information and data**: Protect and preserve physical and digital texts and materials of all kinds from censorship, arbitrary change, loss or removal from collections. This includes keeping a secure record of all materials held in a catalogue, and their relevant metadata, in case of system failure or data loss.

- **Preserving context**: Collect and preserve relevant and accurate bibliographical data, provenance, historical contextual data, appropriate and accurate keywords and labels, and other relevant metadata.

- **Promoting informed and principled accessibility**: This refers to digitization and other tools to support accessibility for disabled people and the public (not limited by class, culture or geography), to promote open science and access to education and to do so with informed consent from the owners or stakeholders of the information. This includes limiting access, when appropriate, in cases of sensitive data and to respect specific community interests (including Indigenous data governance). The tendency should be toward accessibility while respecting the wishes of relevant community and governing bodies.

- **Sustainability**: Defined broadly to include sustainable use of materials and energy, sustainable practices in ensuring the longevity of collections, and sustainability in the agreements and relationships governing data, prioritizing long-term access and relationships.

- **Transparency**: Ensure transparent labelling of information that is AI-generated or modified, openness to users about how machine learning is integrated into information systems and acknowledgement of potential inaccuracy of machine-generated materials.\(^{37}\)

---

\(^{37}\) Cordell’s (2022, 140–41) article “Closing the Loop” explores how machine learning should be implemented in research libraries, suggesting that transparently highlighting the advantages and limitations of machine learning could demystify the technology within research libraries, making its advantages and disadvantages clear, and could also be used to invite feedback from users to improve automated research systems.
This framework is simplified to the most basic shared values and priorities to ensure interoperability and relevance across research institutions and communities. It should serve as a basis for discussion across leading research institutions, associations and government to build consensus on the issue. Once these or other principles are agreed upon, institutions should develop policies that are specific enough to be effective but broad enough to be flexible to future challenges. Policies should be evidence-based and binding, with some means of compelling institutions to adhere to the policies. Institutions should develop a working group and/or an institutional body that will continue to implement, monitor, research and develop policy and tools to address AI across the sector. This might be a sub-department of a government body for AI regulation, an inter-institutional body hosted by one existing independent organization such as CARL, or a new independent body. Canadian institutions should establish a dialogue and promote similar policies at an international level to first address spaces where research networks overlap significantly (with the United States, the United Kingdom, the European Union, among others) and then look to establish consensus internationally. This is necessary to ensure safety and consistency across institutions, but also to promote the benefits of these tools in places where they may not otherwise be able to benefit, such as the developing economies.

Conclusion

Research institutions form an as-yet-unregulated sector of society on which so many of our economic, political, scientific and cultural systems rely. Institutions in this sector will inevitably adopt some AI tools to enhance and streamline their various functions as tools emerge. Because of the foundational importance of these institutions and the vast amount of information they hold, AI use in the sector could have catastrophic results if implemented poorly or with the wrong tools, leading to extensive losses or the pollution of essential human knowledge, undermining other sectors and institutions in the process. Thus, it is essential that institutions and governments take decisive action on the issue, develop policy to address the risks and ensure the potential benefits of AI tool deployment across the sector. Much of the necessary policy and practices already exist in some form within these institutions but have not been implemented in a cross-institutional way to govern AI use in research institutions. This places Canada in a position to demonstrate leadership on the world stage in building international governance and capacity for AI-enabled research networks.
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List of Acronyms and Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACRL</td>
<td>Association of College and Research Libraries</td>
</tr>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>CARL</td>
<td>Canadian Association of Research Libraries</td>
</tr>
<tr>
<td>CFLA</td>
<td>Canadian Federation of Library Associations</td>
</tr>
<tr>
<td>GAI</td>
<td>generative artificial intelligence</td>
</tr>
<tr>
<td>LLMs</td>
<td>large language models</td>
</tr>
<tr>
<td>OCAP®</td>
<td>Ownership, Control, Access and Possession</td>
</tr>
<tr>
<td>OECD</td>
<td>Organisation for Economic Co-operation and Development</td>
</tr>
<tr>
<td>SAA</td>
<td>Society of American Archivists</td>
</tr>
<tr>
<td>U15 Canada</td>
<td>U15</td>
</tr>
<tr>
<td>UNESCO</td>
<td>United Nations Educational, Scientific and Cultural Organization</td>
</tr>
</tbody>
</table>
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