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About the Project

Rapid transformation of the digital sphere has
created new and ever more insidious threats
to democracy and the electoral process — on
a global scale. Growing evidence of foreign
influence operations combined with mounting
worries over corporate surveillance, the power
of platform monopolies and the capabilities

of the dark web have challenged government
and society in unprecedented ways.

CIGI convened a transdisciplinary team of experts
from fields such as computer science, law, public
policy and digital communication to formulate a
special report for key government and civil society
stakeholders. The report uses illustrative case
studies and also identifies, evaluates and prioritizes
policy development and recommendations.

It will serve as a foundational piece for

facilitating future collaborative discussions

aimed at horizontal policy collaboration and
international cooperation to protect democracy.

Acronyms and

Abbreviations
Al artificial intelligence
BSI Bundesamt fiir Sicherheit

in der Informationstechnik

CAPTCHAS Completely Automated
Public Turing tests to tell
Computers and Humans Apart
COVID-19 coronavirus disease 2019
CSE Communications
Security Establishment
CSIS Canadian Security
Intelligence Service
G7 Group of Seven
GAC Global Affairs Canada
GGE Group of Governmental Experts
P intellectual property
NASA National Aeronautics
and Space Administration
NATO North Atlantic Treaty Organization
NetzDG Network Enforcement Act
NSICOP National Security and Intelligence
Committee of Parliamentarians
OEWG Open-Ended Working Group
RCMP Royal Canadian Mounted Police
RRM Rapid Response Mechanism
SITE Security and Intelligence
Threats to Elections
Tor The Onion Router
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Introduction

Election interference and broader campaigns
targeting democratic processes are facilitated by
easy access to tools and capabilities embedded
in social media and, more nefariously, hosted in
the so-called dark web. Studies have indicated the
expanding role played by social bots (automated,
inauthentic accounts) in election campaigns,
although their impact is difficult to measure.

At the very least, they can serve to distort
opinion, silence minority groups and artificially
boost the views of fringe actors and groups.

Canada and Germany are like-minded global
partners who champion common values and
interests that are foundational to bolstering
human rights, democracy and the rule of law, as
well as international peace and security. With
the significant uncertainty surrounding the
advances in emerging technologies, coupled with
the surge in disinformation and cyberthreats,
there is an inherent need to strengthen our
capacity to prevent the spread of malicious cyber
activities by foreign actors. Together, Canada

and Germany can help build global expertise

and understanding on these issues by fostering
best practices and measures that build trust and
confidence between the two states and beyond.

This special report was the result of a research
project conducted in partnership with the
Konrad-Adenauer-Stiftung (KAS) Canada. It
focuses on advancing policy-relevant thinking
related to social media platforms, foreign
interference, the (potential) impact of next-
generation technology and their interplay with
democratic institutions through a combined
Canadian and German lens. The project brought
together a diverse and interdisciplinary
network of scholars and practitioners who

are at the forefront of studying the effects of
emerging technology on society and politics.

Given the rapid changes to the technological and
geopolitical landscape, this project focused on
several interrelated key research questions for
exploration. These included, but were not limited to:

— What are the existing and next-generation
technologies and tools being deployed
to inflict harm on our democracies
and democratic institutions?

- How can quantum cryptography be used
to protect an election against hacking
or accidental data corruption?

— What are the various modalities for
attributing a cyber operation to a
state under international law?

- What are Canada and Germany doing (or not
doing) to protect against foreign interference
within the domestic legislative landscape?

— What are the strategies and lessons learned from
social media platform transparency, authenticity
and integrity measures that have been
implemented to, ostensibly, combat the spread
of mis- and disinformation during an election?

- What is the role of intelligence in addressing
foreign threats to democracy? How does the
intelligence community, traditionally known
for secrecy, engage the public on these threats?

- What actionable recommendations can
be made to policy makers to increase
resilience of electoral processes and
infrastructure moving forward?

Summary of Key Findings

The rise of advanced technologies such as artificial
intelligence (AI) and automation powered by big
data is amplifying the threats posed by malign
actors with an intent to use cyber tools and
capabilities to interfere with electoral systems and
democratic processes on a global scale. Canada
and Germany, like many Western democracies,

are potential targets of adversarial state actors,
domestic agitators, commercially motivated
groups, or other non-state actors that might

wish to interfere with or attempt to undermine
our democratic processes and values. As threats
continue to emerge and become more insidious,
nations need to strengthen and innovate in their
approach to defending against and mitigating

the risks posed by foreign interference.

This special report explores the impact of current
and next-generation technology on elections
through a combined Canadian and German

lens, while also providing recommendations
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for understanding and evolving response
capabilities in this threat landscape.

This summary incorporates key findings
from the seven expert contributions:

— Ulrike Klinger, “Computational Propaganda
and the Future of Democratic Elections”;

— Samantha Bradshaw, “Evaluating
Platform Responses to New Digital
Threats Affecting Canadian Elections”;

— Eric Jardine, “The Dark Web and Democracy:
Misinformation and the Use of Tor in
Canada, Germany and the United States”;

— Florian Kerschbaum, “Security Considerations
in Designing Electronic Voting”;

- Aaron Shull and Kailee Hilt, “International
Law and Cyber Election Meddling:
Unravelling the Grey Zone”;

— Michael Pal, “Evaluating Applicable Canadian
and German Domestic Law to Address the
Challenges of Foreign Interference”; and

- Wesley Wark, “Canadian National
Security Approaches to Protecting
Elections from Foreign Interference.”

As Klinger observes in her detailed contribution to
this special report, it is important to understand
that the social media environment was not
designed for, and may not be conducive to,
sincere political discourse; that the real concern
needs to be focused not on the phenomenon of
automated messaging, but rather on the processes
of amplification; and that any regulation of

social media platforms needs to proceed from

a deeper understanding of how they work in

the context of an election setting. Attaining that
deeper understanding is currently inhibited by a
lack of data access, the absence of standardized

identification tools and weak contextual awareness.

In a Canadian context, Bradshaw’s case

study identifies three strategies platforms
adopted in the lead-up to the 2019 and 2021
federal elections: “inoculation” efforts against
disinformation, such as hiring third-party fact-
checkers, enhancing political knowledge and
media literacy, or reducing the algorithmic
visibility of misinformation; strategies that
promoted the political participation of Canadians

Special Report

online; and fair campaign practices through
improved advertising transparency, enhanced
cyber hygiene and anti-harassment policies.

Despite these efforts, clear gaps remain, including
algorithmic curation of dis- and misinformation
and platform data access. Greater data access

for researchers, especially with regard to

content flows, metadata and targeting data
about political advertising, and data about
content moderation, would all be beneficial to
ensuring that platform regulation, both formal
and informal, can be effective. Given the rising
importance of non-traditional media sources,
new approaches to supporting digital journalism
in Canada are also required. Large social media
platforms could play an important role in making
financial contributions to a diverse, localized

and strong independent media ecosystem.

The dark web, as Jardine demonstrates in his
contribution to this special report, offers a more
clandestine setting for election interference. By

its very nature, the dark web offers anonymity,
avoids content moderation and provides a platform
for launching disinformation efforts into open
public debate. Studies suggest that the coronavirus
disease 2019 (COVID-19) pandemic has resulted in
an accelerated use of the dark web that portends
future trends for contested election processes.

Any democratic electoral system must rely

on securing its voting procedures. Increasing
adoption of electronic voting systems, largely

for the sake of convenience and in an effort

to maintain or raise voting levels, introduces

new vulnerabilities and challenges. There is the
potential for human error and errors introduced
into hardware and software. Voting tabulation and
communication pose additional challenges for
security. As Kerschbaum demonstrates in his case
study, strong encryption systems and a layered
information architecture will serve as important
elements in hardening online electoral voting.

Efforts to mobilize international and domestic
laws are clearly crucial to defending against
election interference threats. Adversarial states
can exploit current grey zones and ambiguities in
international law. The dangers of such exploitation
are compounded by the disrupted state of
geopolitics. Efforts to construct some protective
architecture, as the case study by Shull and Hilt
illustrates, may include strengthened international
law accords, multilateral deterrence and sanction



efforts using such platforms as the Group of
Seven (G7) Rapid Response Mechanism (RRM),
and efforts to improve public understanding.

A comparison of Canadian and German regulatory
and legal actions regarding foreign interference
suggests the two countries have taken different
paths. The Canadian path has involved efforts

to tighten campaign finance laws, introduce
modest regulation of social media platforms and
prohibit the most obvious forms of disinformation.
Germany has implemented a legal regime for
mandatory takedown of illegal online content

as well, and it has banned some political parties
and limited their speech rights. Both paths
confront questions of impacts of state action

on free speech and expression online, as Pal
indicates. These different models will likely be
closely watched by other democratic regimes
looking to balance effective action against foreign
interference threats with the preservation of
rights, especially regarding speech acts.

Distinct Canadian federal government responses to
the threat posed by foreign interference in electoral
processes are worthy of international study. These
include the creation of a non-partisan early warning
system to alert Canadians to signs of major election
interference efforts and the publication of forward-
looking strategic threat assessments. Canada, as the
case study by Wark demonstrates, has also taken a
lead through the G7’s RRM and currently hosts the
RRM secretariat. Given the prominent role played
by communications intelligence organizations

such as Canada’s Communications Security
Establishment (CSE) and Germany’s Bundesamt

flir Sicherheit in der Informationstechnik (BSI),
greater sharing of information and best practices
outside the Five Eyes (a security alliance consisting
of Australia, Canada, New Zealand, the United
Kingdom and the United States) seems warranted.

Given the technological enabling of foreign
interference in elections and democratic processes,
democratic states need to find a suite of policies
that can harden their processes without upending
rights. As the case studies in this collection suggest,
those policies need to be wide-ranging and involve
technical, legal and regulatory, and informational
efforts. A changing environment for political
discourse represented by the advent of social media
platforms and increasing aggressiveness by foreign
state adversaries must be addressed. Ensuring

that stable democracies with shared values,

such as Canada and Germany, understand each

other’s approaches and can share best practices
offers valuable ways to confront the current and
future menace of foreign electoral interference.

Moving forward, this special report will be used

to facilitate meaningful and lasting policy impact
through targeted engagement with policy makers
and an international network of experts. Knowledge
translation and exchange will serve as an important
avenue to discuss strategies for moving forward.
The special report will emphasize areas where
intervention is most needed, who will need to

lead these initiatives, the resources necessary, the
possible barriers to implementation, the methods
of optimal communication, and the procedures

that can be used to monitor progress and success.
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Computational
Propaganda and the
Future of Democratic
Elections

Ulrike Klinger




Key Findings

— Computational propaganda may
impact election campaigns in various
ways, for example, by distorting the
perceptions of the opinion climate,
silencing minority groups and artificially
amplifying fringe actors or opinions.

- Identifying automated accounts (social
bots) is a tedious and often frustrating
activity due to three impactful limitations
that researchers face: lack of data access,
the absence of standardized identification
tools and the ground-truth problem.

- Itis not the automation per se that can
be a threat to democratic discourse but
the artificial amplification of certain
messages and authors. As the average
users of social media do not post
and comment very much, it does not
need automation to be an outlier, a
hyperactive user or a superspreader.

— What happens on social media is largely
non-transparent and unobservable
for science and society, as platforms
currently provide no or very limited
access to their archives and data.

Introduction

Just a few weeks after the 2021 German federal
election, an investigative research team of
journalists found that about one-third of the radical
populist party Alternative for Germany’s most
active commenters on Facebook were actually fake
or inauthentic accounts (Baumgértner et al. 2022).
The existence of inauthentic and automated social
media accounts comes as no surprise to researchers
in the field (see, for example, Keller and Klinger
2018; Rheault and Musulan 2021). However, it
illustrated again how common and rather easy it is
to artificially inflate a party’s or candidate’s support
base on social media and to create loud minorities.

Election campaigning is persuasive communication
and thus necessarily always entails some form

of opinion “manipulation.” Despite its negative
connotation, manipulation is a normal part

of public discourse and not harmful per se.
Democratic societies are plural and open; they
thrive on the diversity of opinions and ideas, from
contestation and conflict; and must also tolerate
deviant voices and factually untrue content

(for example, conspiracy theories). However,

the rise and ubiquity of digital communication
has made it fairly easy for state and non-state
actors to engage in computational propaganda
(i.e., “the assemblage of social media platforms,
autonomous agents, and big data tasked with the
manipulation of public opinion” [Woolley and
Howard 2016]), which poses a potential threat to
fair and equal elections and the basic functions
of the public sphere as a marketplace of ideas.

Numerous studies from various countries
employing a broad methodological toolset have
shown that social bots (automated, inauthentic
accounts) have been active in election campaigns in
recent years (for example, Bastos and Mercea 2019;
Keller and Klinger 2018; Boichak et al. 2021; Ferrara
2017). Not only have bots turned social media

into a challenging environment for elections, but
female candidates and candidates from minority
groups also face hate campaigns, harassment

and uncivil behaviour on social media that may
discourage these groups from participating in
electoral contests and silence diverse voices
(Krook and Sanin 2020; Rheault, Rayment and
Musulan 2019; Beltran et al. 2021; Bradshaw and
Henle 2021). Computational propaganda may
impact election campaigns in various ways, for
example, by distorting the perceptions of the
opinion climate, silencing minority groups and
artificially amplifying fringe actors or opinions.

Social media plays an increasingly important role
in opinion formation processes. In Germany, the
internet has become the main news source for all
age groups under 45, with social media as the most
relevant news source online (Holig and Hasebrink
2019, 11). For 22 percent of Germans, Facebook is

a news source; for 23 percent of 18- to 24-year-old
Germans, Instagram is a news source (ibid., 7).!
The information citizens find on social media and
through search engines is highly personalized,
algorithmically curated and consists of free,
non-paywalled content. Citizens encounter loud
minorities, automated content, junk news and

1 See www.digitalnewsreport.org/interactive/.
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false information. But seeing is not believing, and
opinion formation is a very complex process.

Defining Social Bots

Social bots are partially or fully automated

Twitter accounts. Other platforms focus not so
much on automation but on inauthentic or fake
accounts. Most research on this topic centres on
Twitter because data access is comparatively
better than on other platforms. Automation is not
problematic per se; many news organizations also
use automated accounts. Twitter itself reports
“malicious automation” in its transparency reports

and deletes accounts that have been discovered and

classified as maliciously manipulative. However,
the numbers Twitter reports and the accounts
deleted cannot be verified from the outside due to
the lack of data access (Twitter does not provide
access to data on deleted accounts). Without the
opportunity to validate these numbers, one can
only conclude that malicious manipulation by

automated accounts exists to a considerable extent.

While there are good reasons not to make this
data publicly available in general (for example, it
may enable malevolent actors to reverse-engineer
and game the platform algorithms), independent
researchers should be able to scrutinize the
platform’s self-reports and use this data as
training data to develop better detection tools.

Not only identifying “bots” but also defining them
is a difficult task, as this term has been used to
describe a broad variety of automation. With

the number of studies on this topic increasing,
researchers are seeking more clarity regarding
validity, definitions, the different types of bots and
their activities. Based on a broad literature review,
Stefan Stieglitz et al. (2017) conclude that, unlike
other types of bots (such as chatbots), social bots
are characterized by their high degree of human
behaviour imitation and malicious intent. Robert
Gorwa and Douglas Guilbeault (2018, 11) have
created a comprehensive typology differentiating
social bots from other automated programs, such
as web crawlers and chatbots, noting that social
media accounts that “exhibit a combination of
automation and of human curation, often called
‘cyborgs’” are the most challenging for researchers.
Even though it has been shown that social bots are

Special Report

not (yet) as successful as humans in engaging other
users in meaningful discussions, messages from
bots seem to get retweeted as often as those from
humans, indicating that Twitter users cannot easily
distinguish between bots and humans (Ferrara
2018). In addition, there is a variety of bots that

are not yet regarded as bots in this literature, such
as automated accounts in games or mobile phone
assistants (Grimme et al. 2017). As social bots are
evolving alongside other technological innovation,
such as machine learning and Al, one can expect

to see new forms of automated communication
and that it will become even more difficult to
detect “malicious automation” in the future.

Avutomation and the
|dentification of Social
Bots

Identifying automated accounts is a tedious

and often frustrating activity due to three
impactful limitations that researchers face:

lack of data access, the absence of standardized
identification tools and the ground-truth
problem. Furthermore, studying social bots
means tracing a moving target: data and tools age
rapidly, making replication nearly impossible.

What happens on social media is largely
untransparent and unobservable for science

and society. While Twitter opened an academic
track to access its archive via its application
programming interface in early 2021, all other
platforms currently provide no or very limited
access to their archives and data. The data Twitter
offers contains few metadata and hardly ever
contains reliable geographic data. This limits the
features one can analyze in searches for automated
accounts. Facebook and other platforms use a
distant or hostile approach toward research,
further limiting or ruling out data access for
researchers. The current situation means that
independent research can only peek through the
keyhole, but not adequately analyze discourse
dynamics and information flows on social media
platforms, let alone across different platforms.

When it comes to bot-detection tools, scholars
can use dozens of different approaches. They can



try to build their own detection instruments or
use tools built by computer scientists as well as
other easy-to-employ methods, ranging from
single indicator methods, such as the number of
published tweets per day, to multiple indicator
methods based on machine learning, including
hundreds of variables. The available tools are

all based on different premises and definitions,
and their results reflect these settings. Running
several bot-detection methods on the same data
set shows that each method identifies different
accounts as bots with hardly any overlaps
(Martini et al. 2021; Schuchard and Crooks 2021).

When using methods based on machine-learning
and scoring systems, bot detection must define

a threshold score that draws the line between
automated and non-automated accounts.
Consequently, the number of bots identified
depends very much on this threshold. For instance,
had the authors in their study on bots in the 2017
German election (Keller and Klinger 2018) set the
threshold at 0.43, like Stefan Wojcik et al. (2018)
from the Pew Research Center, they would have
found that 37 percent of the followers of German
political parties during the 2017 election campaigns
were bots, instead of roughly 10 percent at a
threshold of 0.75. The different tools and thresholds
used in the existing studies mean that the authors
cannot meaningfully compare their results.

Finally, the authors can compare detection tools
against each other, but there is no way to validate
them. The authors have no way of knowing how
many bots are out there, and manual validation
through digital forensics does not easily scale

to large data sets. With the data and methods
available to researchers, it is not possible to make
exact statements about the precise number or
the actual influence of social bots; rather, the
existing studies are approximations. These studies
show that automated Twitter accounts have

been active in political discourses (such as before
elections and referendums). However, to the
author’s knowledge, there is no empirical evidence
that automated accounts have had a massive,
decisive impact on the formation of opinion, let
alone election outcomes so far. The authors’ own
study on the 2017 Bundestag elections showed
that there were only a few active bots among the
parties’ followers, who also did not disseminate
any political content (Keller and Klinger 2018).
Thus, social bots remain a potential threat.

Beyond Automation:
Superspreaders and Loud
Minorities

While it is difficult to detect automated accounts as
one form of computational propaganda, it may not
even be necessary. After all, it is not the automation
per se that can be a threat to democratic discourse
but the artificial amplification of certain messages
and authors — the “astroturfing” where one may
expect grassroots mobilization and the gaming

of algorithms through hyperactive interaction
patterns. As the average users of social media do
not post and comment very much, it does not

need automation to be an outlier, a hyperactive
user or a superspreader. Moreover, Soroush
Vosoughi, Deb Roy and Sinan Aral (2018) showed
that automated and non-automated accounts

are on par in spreading disinformation.

Research has shown that hyperactive users

— automated or non-automated — on social
media platforms are shaping discourses with a
high share of interactivity and by distributing
opinions that clearly diverge from other users
(Papakyriakopoulos, Serrano and Hegelich 2020).
Thereby, they create loud minorities, possibly
influencing the opinion climate by setting spiral-of-
silence dynamics in motion (i.e., minority groups
becoming louder and radical groups becoming
more aggressive in their communication as they
falsely perceive themselves to be a silent majority;
see Scheufele and Moy 2000). Researchers applying
agent-based modelling in networks concluded

that in some settings, networks with only two to
four percent bots are enough to turn the opinion
climate; they can easily “sway public opinion —

or the expression thereof” (Ross et al. 2019, 14).

But this trend could also be achieved without
automation. In the German-language #MeToo
discourse on Twitter, 35 percent of all interactions
(retweets, @mentions, replies) were accounted

for by only 1.1 percent of the accounts involved,
which were particularly active and primarily spread
anti-feminist and racist narratives, thus hijacking
the hashtag as a free rider (Martini 2020; Kniipfer,
Hoffmann and Voskresenskii 2020). Similarly, the
authors’ analysis of a far-right campaign against the
2018 UN Global Compact for Migration in Germany
showed that 0.28 percent of accounts posting

on Twitter about this topic generated more than
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20 percent of all retweets. These superspreaders
are not all the same; they are not organizational or
media accounts, seemingly individual users with
varying follower reach. Presenting an extreme
case of this pattern, a study by the Center for
Countering Digital Hate (2021, 6-7) found that

65 percent of disinformation about COVID-19
vaccines (73 percent on Facebook, 17 percent

on Twitter) can be traced to only 12 accounts —
the “disinformation dozen.” This amplification,
automated or not, is certainly a problem for public
discourse in democratic society and needs to be
addressed by platform regulation. After all, the
algorithmic systems behind most platforms play
a supportive role in this amplification process.
Facebook’s algorithms, as one case in point,

are built on the principle of user engagement.
Information that attracts user engagement

will be considered relevant by Facebook’s
algorithms, further increasing the visibility and
reach of such artificially amplified messages.

Options for Governance

The internet, and social media in particular,

enables anyone and everyone to communicate
publicly worldwide and to reach a larger, even
international, audience with content. Against

this structural background, content that is not
necessarily conducive to democracy or originated
from inauthentic sources or networks, cannot be
completely prevented or even banned. Anyone can
place political advertisements on social media, start
coordinated activist networks, or use automated
Twitter accounts to disseminate or share content,
with a small investment of resources. Those who
want to spread lies or engage in “dark participation”
(Quandt 2018) will always find ways to do so.

Social media does not exist to promote political
dialogue, democratic participation or opinion
formation. It is not a democracy machine. It exists
to make money and is designed accordingly,
reflecting platforms’ business models. It transforms
our lives into marketable data sets: our daily lives;
our networks of friends and acquaintances; and

the things we do, say or share are the resources for
creating immense wealth (Zuboff 2019). This system
can cause collateral damage for democracies.

Special Report

The key question is how can we minimize the
negative effects for democratic societies.

Social bots are no longer unknown and obscure
creatures but have entered the political agenda.
For example, in December 2018, the European
Commission (2018, 4) released its Action Plan
against Disinformation, addressing social bots

as a technique “to spread and amplify divisive
content and debates on social media” that might
be used to disseminate disinformation. In the
same month, Ralph Brinkhaus, leader of the
German conservative Christian Democratic Union
parliamentary group, called for legislative action
against social bots, including legal measures
forcing platforms to label automated accounts as
bots (dw.com 2018). The German Interstate Media
Treaty (Medienstaatsvertrag) of 2020 explicitly
introduces an obligation for social media platforms
to flag automated content in article 18(3):

Providers of telemedia in social

networks are obliged to specify the fact
of automation in the case of content or
messages created automatically by means
of a computer program, provided that

the user account used for this purpose
appears to have been made available by
natural persons. It must be made legibly
clear, with or before the content or the
message, that it was automatically created
and sent using a computer programme
that controls the user account. “Creation”
within the meaning of this provision

does not only mean when content and
messages are automatically generated
immediately before they are sent, but
also when prefabricated content or

a pre-programmed message is used
automatically with the transmission.?

While this regulation demonstrates the good
intentions to safeguard public discourse and find a
way to incentivize social media platforms to self-
regulate, it also indicates the limited understanding
of technology and computational methods among
regulators. In fact, with the available data and
tools, it would be impossible to make a valid

and legally sound judgment about the degree of
automation of an account. As regulation does

2 See Interstate Media Treaty (Medienstaatsvertrag), 28 April 2020,
entered into force 7 November 2020, online:
<www.die-medienanstalten.de/fileadmin/user_upload/Rechtsgrundlagen/
Gesetze_Staatsvertraege/Interstate_Media_Treaty_en.pdf>.



not only entail setting rules but also enforcing
the rules and sanctioning non-compliance, the
question here is how to monitor the flagging of
social bots as established in the treaty. As things
currently stand, state regulators would just have
to believe social media platforms and trust their
flagging practices and reported numbers. A better
way to counter computational propaganda would
be to target amplification, not automation.

Targeting amplification rather than automation
would mean moving beyond the question of
whether accounts are social bots or not. This
approach would start with platforms getting
better at understanding bias in their algorithms.
For instance, Twitter recently found in an internal
study that tweets from the political right and
right-leaning news outlets are amplified by
Twitter’s algorithms, but the company does not
yet understand why (Chowdhury and Belli 2021;
Huszar et al. 2022). Similarly, the Facebook Papers
(internal documents revealed by whistleblower
Frances Haugen) pointed to Facebook’s algorithms
as driving divisive content (Milmo 2021). Addressing
this issue also means focusing on the behaviour
rather than the characteristics of accounts,
particularly outlier accounts and superspreaders,
and their role in public discourses. While it is

not a problem in itself that some users, perhaps
activists, are posting at a much higher volume and
frequency than other users, it is remarkable to see
how extremely small numbers of users can drive
discourse dynamics and networked campaigns. This
phenomenon also points to the need for increased
efforts in digital literacy training, not only for
teenagers and students but also for older people
and professional multipliers, such as journalists.
We need more of what Bruce Bimber and Homero
Gil de Zuiiga (2020) have termed “epistemic
editing”: truth-biased filtering of information
before broadcasting it to a mainstream audience,
publicly identifying false claims and providing
information about the sources of truth claims —
all classic functions of journalism. This means
democratic societies need better gatekeeping to
prevent amplified campaigns on social media
platforms from finding their way into mainstream
media and discourse by mistaking them for
authentic, grassroots movements. In this current
marketplace of ideas, some users are much louder
than others, amplified by algorithms and their own
hyperactive behaviour, and society needs to find
new ways to attribute relevance and legitimacy

in such dissonant public spheres (Pfetsch 2018).

To safeguard the future of democratic elections
and to counter the negative collateral effects of
social media platforms, we need a combined

and comprehensive effort involving social media
platforms, political actors, civil society — and
researchers. To find effective ways of regulation,
one needs to understand how the object of
regulation works. To safeguard discourse dynamics
and information flows on social media, we need

to know more about them. One may find it

ironic that research has not only moved on from
studying social bots as a phenomenon in itself, but
also started to actively use neutral bots to study
bias in platform algorithms (Chen et al. 2021).

An important step forward would be to set

up independent, constant and comparative
monitoring of public (not private) election-related
communication on social media that is well-
funded and endowed with adequate data access.
Currently, the monitoring of election campaigns
is mostly event- and project-driven, highly
fragmented and under-institutionalized. Platform
regulation means incentivizing companies to
counter amplification of harmful content (such as
disinformation about vaccines) and cooperate in
safeguarding election campaigns from external
and internal computational propaganda.

Next-Generation Technology and Electoral Democracy: Understanding the Changing Environment
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