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Introduction

In 2016, in a mall in Silicon Valley, a security robot called Knightscope K5 accidentally knocked over a toddler during its patrol. Thankfully, the toddler did not suffer any major injuries (Hrala 2016). Unfortunately, this has not always been the outcome of interactions between AI systems and humans.

Just a year earlier in India, a worker in an auto parts factory was fatally injured by the robotic arm of a machine when he mistakenly walked into the radius of one of the machine’s sensors. The workers’ union asserted that this was a case of negligence by the factory (Sahni and Jha 2015). Over the past few years, there have been multiple reports of cars equipped with automated driver-assist features being involved in accidents (Graziosi 2022). In 2018, one of Uber’s self-driving cars struck and killed a pedestrian, Elaine Herzberg, in Tempe, Arizona. Although the car was able to detect Herzberg five seconds before the crash, the braking system failed to engage because it misclassified her as an “other object” rather than a person (Hawkins 2019).

From driving, banking and doing household chores, to medical diagnoses and job recruitment, AI systems are already part of numerous and varied social interactions and activities. As these complex computational systems become embedded in society, accidents that involve AI systems will become increasingly common. However, the

Traditional tort liability frameworks are unsuitable in addressing accidents involving artificial intelligence (AI) systems due to the unpredictability of AI outcomes and the opacity of AI systems, resulting in a liability gap.

→ The European Commission has proposed changes to address the challenges, including measures to alleviate the evidentiary burden on claimants by decreasing the burden of proof and issuing disclosure orders.

→ In cases involving high-risk AI systems, strict liability and no-fault liability insurance should be utilized. The presence of insurance covers, however, may encourage actors to increase their exposure to risk.

→ The “problem of many hands” has resulted in the diffusion of responsibility among various actors and automated processes in the deployment of AI.
unique characteristics of AI systems, particularly their unpredictability and inscrutability, can pose fundamental challenges in meeting the liability standards laid down in the law (Selbst 2020).

There is also the question of who is at fault when AI accidents occur: Is it the user/operator, the manufacturer or the coders who designed the AI algorithms? To determine liability and award compensation to victims, untangling the different intersecting agents involved in the development and deployment of AI systems may become necessary. Alternatively, if unravelling the network of actors and processes becomes unreasonably cumbersome or impossible, accountability may need to be distributed across multiple actors or all actors in the accident network.

This policy brief unpacks the difficulties and inconsistencies that arise from applying traditional liability frameworks to AI accidents. The brief critically analyzes measures that are being suggested by regulators and academics to plug the liability gap that is emerging. The European Union, for example, has been at the forefront of legal innovation aimed at addressing the inconsistencies in the law that digital technologies, particularly AI, have provoked (Edwards 2022). The European Commission recently released two proposals on redressing the harms caused by AI, including a provision on compensating the victims of AI accidents (Dheu, De Bruyne and Ducuing 2022). The proposals deal with non-contractual civil liability, known as “tort law.”

The focus of this brief will also be on tort law as it forms the backbone of general accident claims. Tort is a civil wrong that causes injury or harm, whether physical, financial, reputational or emotional, and gives rise to legal liability. Broadly, tort law allows for financial compensation for harm caused by intentional conduct or the failure to meet a duty of care. The duty of care may relate to actions or omissions and is benchmarked against “someone of ordinary prudence.”

If an AI system is deliberately used to harm someone (for example, deepfakes that defame an individual), then intentional torts will apply (Thomasen 2021). However, in most cases of AI accidents, such as those mentioned above, the tort of negligence would be invoked. Broadly, the
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1 See www.law.cornell.edu/wex/tort.
main elements of the tort of negligence include the existence of a duty owed by the defendant to the plaintiff, breach of that duty by the defendant, injury suffered by the plaintiff, and causation or proof that the defendant’s breach caused the injury. In determining whether the duty to act exists, the court will take into consideration if the defendant created a risk that resulted in harm to the plaintiff, knew that their actions would cause harm, volunteered to protect the plaintiff, or entered into a business or other voluntary relationship with the plaintiff.\(^2\)

Critically, in proving causation, the plaintiff needs to establish that the harm caused was a foreseeable consequence of the defendants' conduct. As discussed below, AI systems have raised fundamental doubts as to the viability of this test.

---

**Establishing Liability under Tort Law for AI Injuries**

Andrew D. Selbst, a professor of law at UCLA, observes that the most common current use of AI is in “decision assistance” to humans, rather than in fully autonomous robots. When used in medical diagnosis, for instance, AI analyzes large data sets to identify patterns too complex for humans to perceive. Based on its analysis, AI can make predictions and recommendations. Here, the AI system is akin to a tool used by a doctor. To avoid a claim of negligence in case of an injury, medical professionals are expected to understand the capabilities and limitations of these tools and to exercise a standard of care (Selbst 2020). The duty of care, however, is not infinite and is limited by the foreseeability of harm and the feasibility of taking reasonable precautionary measures (Hubbard 2014).

Herein lies the contradiction. The use of AI tools can constrain human intuition and experiential learning by replacing or augmenting “human decision processes with inscrutable, unintuitive, statistically derived, and often secret code” (Selbst 2020, 1321). While this feature can increase certainty and therefore enhance safety, it also obscures the foreseeability of harm. For instance, a doctor may not be able to detect when a misdiagnosis occurs due to an error in an AI tool they are using.

Further, AI systems are often described as black boxes due to the complexity of their internal workings and the inscrutability of their decision-making processes (Lior 2021). It is sometimes difficult to decipher how input variables are related to each other to reach a final prediction (Rudin and Radin 2019). Corporations that own and deploy AI often double down on their impenetrability by closely guarding the software and the data that are used to train these systems (Burrell 2016). The intractability of AI systems limits foreseeability, which makes liability difficult to establish (Selbst 2020).

In light of these challenges, EU member states are considering revisions to liability standards.

---

**The European Union’s Proposed AI Liability Directive**

The European Commission’s new proposal for non-contractual civil liability (the AI Liability Directive) introduces a rebuttable presumption of causality in the case of injuries caused by AI systems.\(^3\) The directive draws a limited presumption “between the breach of a duty of care by the defendant and the AI system’s output” (Wagner 2023, 40).\(^4\) The claimants or court will still have to establish, first, that the defendant did not meet a duty of care as defined by national or EU law and, second, that it is “reasonably likely” that the failure to meet the prescribed duty of care caused damage. Third, a claimant will need to establish that the AI system’s act or omission caused injury (ibid.).

---

\(^2\) See [www.law.cornell.edu/wex/negligence](http://www.law.cornell.edu/wex/negligence).


\(^4\) [Ibid, art 4(1): “Rebuttable presumption of a causal link in the case of fault: Subject to the requirements laid down in this Article, national courts shall presume, for the purposes of applying liability rules to a claim for damages, the causal link between the fault of the defendant and the output produced by the AI system or the failure of the AI system to produce an output.”]
But there are some gaps in these proposed measures. For example, many of the terms used in the directive, such as “reasonably likely” and the “duty of care,” are unclear or vaguely defined and have raised questions as to how they will intersect with traditional notions of fault. It will be left to national courts to define these terms, but doing so could adversely affect legal certainty and lead to fragmentation across different nations (Dheu, De Bruyne and Ducuing 2022).

The directive also aims to give national courts the power to order the disclosure of evidence pertaining to high-risk AI systems by the defendant. This will help claimants access information from the defendant to build an initial case and therefore make a more informed decision about whether to initiate legal proceedings. If the defendant fails to disclose court-ordered evidence, it will trigger a rebuttable presumption of the relevant duty of care (Hacker 2023).

Prior to a disclosure, the claimant will need to produce evidence demonstrating the plausibility of a damages claim. This, it is argued, is a fairly high threshold for claimants to meet and may effectively prevent disclosures by the defendant (ibid.). Interpretation and analysis of such evidence by the plaintiff is a complex and costly task and thus could be a prohibitive endeavour (Dheu, De Bruyne and Ducuing 2022).

Application of Product Liability Framework to AI Accidents

In addition to the tort of negligence, many jurisdictions have product liability torts to protect consumers from injuries caused by defective products. The defect may relate to the design, the lack of warning or instruction, or manufacturing, and may fall under negligence or strict liability. In the latter case, liability exists regardless of intent or knowledge of harm.5

In Canada, a negligence framework is applied to any kind of product liability, which means that the claimant will have to prove that the defendant owed a duty of care that was not met (Thomasen 2021). As in the case of negligence litigation for AI accidents, similar problems with establishing reasonable foreseeability will arise here.

In the United States, manufacturing defects will invoke strict liability for the manufacturer. Usually, on one hand, a comparison is made with the manufacturer’s own blueprint for the product to check if there are any inconsistencies with the final product. For design and warning defects, on the other hand, liability will be established through a cost-benefit analysis. In case of design defects, either the “risk-utility test” or the “consumer expectation test” is applied. Product liability torts in the European Union have also adopted these tests (Riordan 2003). The risk-utility test holds defendants liable for a defect if there exists a reasonable alternate design, and the consumer expectation test investigates whether the danger posed by the defect is beyond the contemplation of the user. In essence, these tests seek to balance the benefits of safety against the cost of finding every imperfection (Selbst 2020).

As noted earlier, AI decision-making processes are often obscure and occluded, which makes it difficult to classify whether a defect was due to the manufacturing or design. Further, Selbst notes that in the case of design defects, the claimant must show that the injury was caused by an AI decision that should have been tested and avoided. Breaking into the black box of AI systems to tease out these threads will be near impossible for plaintiffs. It may also be deemed unreasonable under tort law to expect manufacturers and programmers to test for every fact pattern and eventuality that an AI system could reach (ibid.).

The European Union’s Proposed Product Liability Directive

The European Union has proposed amendments to its product liability regime (the 1985 Product Liability Directive) to specifically include intangible software and digital manufacturing files, which

5 See www.law.cornell.edu/wex/product_liability.
include AI products, and address some of these challenges. Article 9(4) of the directive notes that if a national court feels that a "claimant faces excessive difficulties, due to technical or scientific complexity" of AI systems to establish defectiveness or the causal link between defectiveness and injury, then both defectiveness and causality may be presumed. This is a rebuttable presumption.

Like the AI Liability Directive, the revised Product Liability Directive also eases the evidentiary burden on the plaintiff and reduces the information asymmetry between the plaintiff and the defendant by empowering national courts to issue disclosure orders. If the defendant does not comply with the order, it will trigger a presumption of defectiveness (Selbst 2020).

Product liability torts usually evaluate the defectiveness of a product based on the standards that exist at the time when the product enters the market. With certain kinds of AI, such as those that are capable of learning and evolving after their introduction to the market, such a static frame is not useful (Wendehorst 2020). Reinforcement learning, for example, is a kind of machine learning that continues to learn through a trial-and-error basis even in its final operating environment (Matthias 2004).

The revised Product Liability Directive has responded to the dynamic nature of AI products by acknowledging that sometimes producers continue to exert control over the product even after the product has entered the market. It is common practice to issue software updates for a product, for example, to fix a safety feature. Here, defectiveness will be judged by standards present at the time when the update was made. Because the emphasis is on "control," the directive will likely exclude software updates provided by a third party, which are not authorized by the producer (European Law Institute 2022). Further, the manufacturer would also be responsible to provide updates for the safety of the product (Buiten, de Streel and Peitz 2023).

The Product Liability Directive will also hold developers responsible for the harm caused by an AI system, which continues to learn after being placed in the market. For example, a self-driving car may learn bad driving habits from other human drivers while on the road. Thus, developers will need to ensure that the adaptive driving features of the car do not result in it breaching the risk-tolerance standard that has been set (Hacker 2023).

Overall, the European Union has taken important steps toward addressing the gap in liability that AI systems have made conspicuous. By making disclosure easier, it is possible to peek under the hood of AI systems and offer explanations for the system’s decisions.

Explainable AI could possibly be used to establish a chain of events, to evaluate the AI’s propensity for accidents through empirical evidence and to establish reasonable alternatives in design and development through counterfactual evidence (Fraser, Simcock and Snoswell 2022). When an AI system’s process and/or output is explainable, then foreseeability and defectiveness can be contested when litigating negligence or product liability.

However, this is still an emerging area of research, and academics have cautioned that explainable AI has its limitations (Lakkaraju 2021). Moreover, the mere availability of data is insufficient as defendants may overload the victim with information, leaving the latter to sift through the noise and make sense of the evidence (Dheu, De Bruyne and Ducuing 2022; Poursabzi-Sangdeh et al. 2021). Therefore, it is vital that the data provided should be presented in a manner that is easy to understand and interpretable by the plaintiff (Ribeiro, Singh and Guestrin 2016).

**Application of Strict Liability and No-Fault Liability to AI Accidents**

The challenges posed by AI systems to tort liability may lead to situations in which the victims of AI accidents are left without any compensation. The costs of litigation, particularly obtaining the expertise needed to understand AI systems and establish fault, may discourage victims from initiating court cases. Moreover, AI accidents can be unpredictable, occurring despite adhering to reasonable safety standards.
and no fault being apparent (Hubbard 2014). This has resulted in a call for the application of a strict liability regime based on causation rather than establishing fault, defect, malperformance or non-compliance (Wendehorst 2020).

Some commentators have also suggested the adoption of a “no-fault” social insurance scheme to cover all personal injuries arising from AI accidents, which would side-step the tort regime altogether. The insurance scheme, as proposed, could be financed from general tax revenue (Yoshikawa 2020). The main attraction of such an insurance scheme is that it removes the uncertainty of legal proceedings. This, in turn, can incentivize unencumbered innovation while also ensuring compensation without meeting the high threshold of proof required by tort law (Marchisio 2021).

A critical weakness of an all-encompassing, no-fault regime is that it reduces the motivation for designers and manufacturers to internalize the costs of innovation through the adoption of safety measures. To encourage AI developers and users to adopt safety processes and standards, a cap could be placed on how much compensation can be paid. Additionally, premiums could be adjusted depending on the risk AI systems pose (Lior 2020).

Another concern with lowering the threshold of liability is that it could result in multiple lawsuits against producers and users of AI systems. Some academics have noted that small players in the market may not be able to shoulder such high litigation costs, and this could lead to the consolidation of the market around a handful of bigger players (Thomassen 2021). To avoid such an outcome, it is argued that there should not be a blanket application of strict liability and no-fault liability across all AI use cases. Instead, their application should be limited to high-risk AI use cases only (Wendehorst 2020).

However, even without low liability thresholds, the AI market is already moving toward monopolization. Meredith Whittaker, co-founder of the AI Now Institute and president of the Signal Foundation, notes that big tech controls “the tooling, development environments, languages, and software that define the AI research process — they make the water in which AI swims” (Whittaker 2021, 53). Therefore, concerns over the monopolization of AI markets should be separately addressed by policy makers. A good example of this is the European Union’s Digital Markets Act, which has sought to keep big tech companies in check by preventing them from abusing their market power (Vallance 2022).

---

**Belling the Cat: Who Should Be Held Responsible for AI Accidents?**

Deciding what kind of liability should apply is only a partial inquiry into addressing accountability. It is also important to resolve who should be held liable when an AI accident occurs. The “problem of many hands” can make the allocation of responsibility for the outputs produced by AI systems challenging. The problem refers to the diffusion of responsibility among multiple actors (hardware manufacturers, software developers, data trainers, users and so forth) and automated processes that are involved in the development and deployment of AI systems (Buiten, de Streel and Peitz 2023). Additionally, as Filippo Santoni de Sio and Giulio Mecacci (2021, 1063) argue, the opacity and lack of explainability of the outputs produced by these systems can make it “more difficult for individual persons to satisfy the traditional conditions for moral and legal culpability: intention, foreseeability, and control.”

Attempting to force fit AI accidents into the traditional mould for liability can lead to unfortunate results. Take the 2018 accident referred to earlier involving one of Uber’s self-driving cars: the backup driver was eventually charged in the fatal crash. However, the National Transportation Safety Board also found that Uber lacked adequate safety assessment processes and, more generally, a culture of safety (Lee 2019). Therefore, the attribution of all fault to the last human actor in the chain of command is inappropriate and can result in scapegoating (Vasudevan, Aneja and Chamuah 2021).

Tesla has previously defended itself when one of its self-driving cars was involved in a fatal crash by arguing that the negligence of the driver was a more immediate reason for the crash than the actions of the programmer (Kowert 2017). Frequently, humans in the loop become the “moral crumple zone,” meaning they are blamed even though automated
processes may have influenced their final judgment or other actors may have contributed to the damage that was caused (Elish 2019). Selbst, for instance, notes that the hand-off model in autonomous cars, where the car transfers control to the safety driver during emergencies, is dangerous because humans struggle to re-engage when they are not continuously monitoring a situation (Selbst 2020).

In a blog post titled “Who Pays for AI Injury?”, Mihailis Diamantis argues that analogous to liability for an employee’s actions, corporations that design and run AI systems should be held liable for injuries caused by AI since they control and benefit from these algorithms. But due to the many hands problem, courts find it difficult to pin liability, allowing corporate actors to escape charges (Diamantis 2020). Diamantis draws attention to a 2015 case in which Wanda Holbrook, a maintenance technician, was crushed by a robot used in an auto parts factory after it breached safety protocols. Her widower found it extremely difficult to find the entity that was responsible for the accident. In the end, he sued five corporations, claiming that “each had a hand in installing, integrating, engineering, servicing, controlling, and/or manufacturing the robot and/or its safety devices” (Diamantis 2023). Unfortunately, he was not able to even make an initial case against them, let alone pierce the corporate veil to hold a particular individual liable. In the end, the court dismissed his suit against four of the companies, and the case against the fifth defendant is also likely to be unsuccessful (ibid., 809).

In 2017, the European Parliament considered the idea of establishing a compensation fund for AI accidents that would either apply to all AI systems in general or to specific robotic categories. The fund, it was suggested, would be financed by different entities involved in the production of an AI tool, thus eliminating the difficult task of finding the entity responsible after an AI accident occurs (Antunes 2021). Further, the liability of the manufacturer, programmer, owner or the user could be limited if they contributed to the fund, or if they jointly purchased an insurance policy. Such a trade-off essentially provides a safe harbour from liability and could disincentivize manufacturers from investing in the safety of their products (Lior 2022). Just like the no-fault social insurance scheme, while the fund may be useful, it should not be a stand-alone solution. Anat Lior, who has written widely on torts and AI regulation, suggests that network theory can be used to map out and distribute liability among the different actors involved in an AI accident. The actors involved in the accident, whether human (such as producers, designers and manufacturers) or non-human (such as robots and algorithms), are represented as nodes in the network, while their relationships are depicted as edges (see Figure 1). Visualizing the network of nodes and edges can reveal the nature and strength of the relationship between different actors, exposing the humans responsible for the AI actions (Lior 2021a). Lior writes, “The true value of utilizing network theory in the AI liability context is its ability to unmask those neighboring human nodes... and thus make sure they are held liable for their actions” (ibid., 1149). Going through this exercise can reveal which human nodes exert control over the AI system and the extent of their control. This, in turn, can be useful in assigning liability.

Thus, while users have a critical role to play in the operation of AI systems, concentrating on their liability alone does not comport with how these systems function and will ultimately fall short of meaningful accountability. Liability frameworks should reflect this understanding.

Conclusion

AI accidents can no longer be dismissed as isolated incidents that can be overlooked in favour of the benefits AI systems offer. Turning a blind eye to the harms of AI will only mean burdening victims of AI accidents with the costs of innovation. Instead, we need to push for the responsible development and deployment of AI. This will necessarily entail adapting the current legal framework to respond to the uncertainty and opacity of AI systems to deliver accountability and justice to victims of AI accidents. A critical component of the legal framework that will need to be addressed is tort law. As previously discussed, the European Union has put forward substantial measures for adapting tort liability frameworks to AI accidents by reducing the burden of proof on the plaintiff and easing their access to evidence. Because actors will try to minimize liability to avoid paying compensation, tort law can be used to nudge actors to develop safer products (Hubbard 2014).
In devising accountability frameworks, we must work with the understanding that AI consists of networks of actors and automated processes. Otherwise, we risk fixating on individual accountability of the user or operator. As in the case of the crash caused by Uber’s self-driving car, this approach could result in inappropriately placing all blame on the driver of the car, thereby making them a scapegoat. Individualized forms of responsibility need to make way for more collective forms of responsibility.

Legal innovation around networked forms of liability is thus crucial. Here, accountability is either shared among several actors within a network, or all actors in the network take on some level of accountability. This approach centres the victim’s needs and ensures that they are fairly compensated for harms caused by AI accidents even when it becomes difficult to identify or determine which actor(s) should be held responsible. The primary focus here is not diagnosing causality but redressing harm.
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