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Key Points 
• Within the current shift towards a multipolar and uncertain world, where 

consensus building and shared solutions become more difficult to reach, AI-
driven solutions can enhance peace and security efforts. There is an unexplored 
potential for AI-powered conflict prevention, early warning systems, and AI-
assisted diplomacy.    

• While AI has been widely debated for its disruptive potential, its positive 
applications in peacebuilding remain largely underexplored. With ongoing 
conflicts in Ukraine, the Middle East and Africa, the Gorup of Seven (G7) should 
harness the potential of AI-powered applications by building on existing G7 
members’ efforts and investing in the sector. 

• The G7 should invest in AI-powered early warning systems and conflict 
prevention strategies that could help bridging the ‘warning - response gap’. This 
includes enhancing data-sharing mechanisms, integrating AI tools into 
decision-making, and fostering collaboration between governments, the private 
sector and civil society. 

2025: Between AI and ‘Multipolarization’ 
In 2024 the risks associated with the rise of Artificial Intelligence (AI), especially 
generative AI and Large Language Models (LLMs), dominated the international agenda. 
The risks of these fast-developing technologies were projected onto all possible fields of 
national and international policies while innovations and solutions were proposed from 
the economic, social and normative point of view. 2025 marked a significant mood shift 
as the hope for international consensus on AI regulations is waning in the context of a 
more uncertain outlook for peace and security and an unpredictable transatlantic 
relationship. This year has already been deemed as the year of ‘uncertainty’ and 
‘multipolarization’, described as the “ongoing power shift toward a world where a greater 
number of actors are vying for influence”, making it more “difficult for actors to agree on 
common solutions to shared global problems” (Bunde, Eisentraut and Schütte 2025). For 
AI regulation and peace and security alike. 

The ongoing Russian aggression on Ukraine, notwithstanding the ongoing diplomatic 
efforts led by the new US administration, will continue to be the biggest source of 
instability in Europe. Its direct impacts, as well as the chain reaction that an unjust peace 
would trigger in neighboring regions such as the Caucasus, could further exacerbate 
tensions. In the Middle East the situation remains grim. The fragile ceasefire reached in 
the Gaza conflict will not unmake the shockwaves sent in the region: from Lebanon to 
Syria and Iran. Finally, the ferocious fighting in Sudan and Rwanda are just adding to the 
number of people “dead, displaced, and hungry due to fighting [which] is higher than at 
any time in decades” (International Crisis Group 2025) over the African continent.  

The risks associated with the developments of groundbreaking AI systems, included 
those in the military realm – like automated weapons system or what were defined as 
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‘weapons of mass disinformation’ (Rickli 2025) are not going anywhere. On the contrary, 
according to the perception registered by this year’s Global Risk Report by the World 
Economic Forum (Elsner, Atkinson and Zahidi 2025): “the adverse outcomes of AI 
technologies is one of the risks that climbs the most in the 10-year risk ranking compared 
to the two-year risk ranking” (Ibid.). 

If the impacts of AI on democratic processes were widely discussed among G7 members 
(De Agostini, Catena and Autolitano 2024), its potential positive impacts on global peace 
and security should be considered as well. When it comes to peacebuilding, AI powered 
predictive analytics allow for sophisticated modelling of potential conflict scenarios, 
anticipating adversary movements, and optimizing the distribution of resources 
(Giovanardi 2024). 

If consensus on AI regulations and common solutions for risk mitigation does not seem 
viable in this age of multipolarity and rising inter-state conflicts, then G7 Nations must 
pragmatically explore the solutions offered by AI for conflict prevention. This paper 
contends that as a group of leading economies and democracies, also being home to 
several large companies developing AI models and applications, G7 countries should 
bring the question of positive impacts of AI on peace and security to this year’s summit 
table. The G7 should invest in a new framework to explore the possibilities offered by AI-
driven solutions with a positive impact on global peace and security. 

AI Applications for Peace and Security: G7 Early Warning Systems 
AI's potential contributions to peace and security fall into three key areas: 1) Enhancing 
conflict prevention and early warning systems by identifying escalating tensions and 
evaluating risk factors; 2) Supporting mediation and negotiation by analysing 
communication patterns and facilitating inclusive peace processes; 3) Improving 
decision-making through document analysis, disinformation detection, and scenario 
simulations. (Panic and Arthur 2024; Giovanardi 2024; Wählisch 2024). This paper 
contends that integrating AI-driven early warning systems with preventive diplomacy 
and AI-enhanced mediation would strengthen G7 peace and security efforts. 

The application of AI in conflict early warning is not new. One of the earliest AI-driven 
early warning projects was the U.S. Defense Department’s ICEWS program. Early claims 
were that ICEWS could predict events like rebellions, insurgencies, and economic crises 
with >80% accuracy (Shachtman 2007). The U.S. government has also supported long-
term conflict forecasting through collaborations with academia. The Political Instability 
Task Force (PITF) developed models to predict state collapse and mass atrocities. By 
2010, one PITF global model using decision-tree algorithms achieved about 80% 
accuracy in retrospectively identifying risk of political instability. Building on such work, 
the Early Warning Project (EWP) – run by the U.S. Holocaust Memorial Museum and 
partners – combines statistical ML models with “collective intelligence” to anticipate mass 
atrocities (Albrecht 2023). 

In recent years, AI’s role has extended from broad risk indexes to real-time tactical 
predictions. A notable example is Rhombus, a Silicon Valley contractor working with U.S. 
agencies. In 2021, Rhombus’s AI models analysing open-source intelligence predicted 



 3 

with 80% certainty – four months in advance, that Russia would launch a full-scale 
invasion of Ukraine (Associated Press 2024). This warning, produced using generative AI 
techniques to sift through massive internet and dark web data, outperformed human-
only analysis and gave U.S. officials an early strategic edge but did not result in any 
preventive diplomacy or conflict mitigation measures. These successes suggest AI can 
pick up patterns in global data that hint at looming conflicts or security threats, 
sometimes earlier than traditional intelligence. The U.S. military also used AI for conflict 
prevention during its Afghanistan drawdown. In 2019–2020, a team developed ‘Raven 
Sentry’, an AI system that predicted Taliban attacks by analysing 20+ years of conflict 
data, weather patterns, social media, news, and satellite imagery. The AI identified 
patterns, such as towns going darker at night and former insurgent hotspots glowing 
brighter before attacks. By late 2020, Raven Sentry predicted attacks with 70% accuracy, 
comparable to skilled human analysts but faster, showing the AI’s potential for actionable 
tactical warnings (The Economist 2024). 

In Europe, several G7 Members participate in joint early warning mechanisms through 
the EU, NATO, and the UN. The EU has an early warning system (EWS) for violent conflict. 
It is a risk-scoring tool that compiles member-state inputs and data indicators to flag 
countries at risk of conflict escalation (EEAS 2022; Bressan 2024). Germany's ‘PREVIEW’ 
platform, launched by the Federal Foreign Office in 2020, aggregates public datasets for 
conflict forecasting to support German diplomats. The platform includes an AI-based 
forecasting model that generates a quarterly watchlist of countries at high risk of 
violence. The UK has been more discreet but is similarly investing in AI for intelligence 
analysis and early warning. The UK Ministry of Defence and its Defence Science & 
Technology Lab have run projects to leverage machine learning for conflict and crisis 
anticipation. An Alan Turing Institute report notes that UK and US intelligence analysts 
are testing AI models that successfully alerted them of Russia’s invasion plans and Taliban 
attacks, spurring high-level interest in AI for warning (Knack and Balakrishnan 2024).  

NATO has been actively integrating AI into its defence and security operations to 
maintain a technological edge and address emerging threats. In October 2021, Allied 
Defence Ministers adopted NATO's first AI Strategy, aiming to accelerate AI adoption 
across various capabilities while ensuring adherence to international law and NATO's 
values. In July 2024, NATO released a revised AI Strategy, expanding its focus to include 
response mechanism to AI-enabled disinformation. This update underscores the 
Alliance's commitment to protecting against adversarial AI use through enhanced 
strategic foresight and analysis. “In order to promote NATO’s AI readiness, strategic 
foresight is needed, including a wide range of proactive activities, from anticipatory 
governance to alternative scenario planning based on participatory and responsible 
approaches” (NATO 2024). To further bolster innovation, NATO established the Defence 
Innovation Accelerator for the North Atlantic (DIANA) during the 2021 Brussels Summit. 
DIANA collaborates with researchers, entrepreneurs, and industry leaders across the 
Alliance to develop dual-use technologies that address critical defence and security 
challenges by leveraging a network of over 200 accelerator sites and test centres. 

G7 governments frequently partner with tech companies, universities, and NGOs to 
develop early warning capabilities. Academic initiatives like ViEWS (Violence Early 
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Warning System) have spurred breakthroughs in methods for conflict forecasting and 
highlighted limitations. Moreover, G7 nations often rely on open-source early warning 
systems provided by think tanks or NGOs – for example, the global Armed Conflict 
Location & Event Data (ACLED) project and the Global Conflict Risk Index (an EU-
developed statistical model) are data sources that G7 governments use to track conflict 
trends (Rød, Gåsste and Hegre 2024). The private sector also plays an active role in 
advancing the field. Microsoft’s ‘AI for Good lab’ and Google’s ‘Jigsaw’ have developed 
research projects that use natural language processing (NLP) to detect hate speech that 
could incite violence. There are initiatives to leverage Silicon Valley expertise for UN early 
warning – e.g. using social media monitoring to help UN missions. One project in 
Lebanon partnered with a tech firm to analyse millions of social media posts for spikes in 
hate speech, as an early warning for unrest (UNDPPA 2021). Civil society organisations, 
like the Canadian Sentinel Project use crowdsourced reports, social media and mobile 
phone data to provide early warnings of ethnic violence and prevent the crime of 
genocide worldwide (e.g. in Kenya and Myanmar) (Panic 2020). G7 governments already 
fund or draw on such civil-society innovations as testbeds for AI in early warning, 
although in an uncoordinated manner. If there are a few success stories, measuring 
effectiveness remains challenging. Many G7 early warning models excel at identifying 
ongoing conflict hotspots or well-known risk factors but are less proven in predicting 
entirely new outbreaks. An AI might reliably warn that a country already in turmoil will 
remain unstable, the tougher test is predicting surprise conflicts. Knack and Balakrishnan 
(2024) observe that “there is limited evidence that these tools can accurately predict 
novel outbreaks of violence, particularly in areas that have been historically peaceful”. For 
instance, no AI system clearly forecasted the Arab Spring uprisings in advance – a 
reminder that rare triggers (like a street vendor’s self-immolation in Tunisia) are hard for 
data-driven models to anticipate. Moreover, translating AI warnings into prevention 
remains the biggest challenge. The U.S. Early Warning Project identified Yemen and 
Myanmar as high-risk before atrocities escalated, but international action was insufficient 
to avert violence. This, described as the ‘warning-response’ gap is where the G7 should 
invest to bring about a positive change. G7 countries still struggle, at times, to mobilize 
preventive action (diplomatic pressure, peacekeeping, aid) even when warned. Thus, 
while AI has improved early detection of conflict risk (making warnings more frequent 
and data-backed), the ultimate metric is whether conflict was averted, which still relies 
on human response. 

In summary, G7 experiments show that AI-powered early warning can work – detecting 
subtle indicators (e.g. lights in satellite images or shifts in online sentiment) that 
foreshadow conflict – and can do so at scale and speed impossible for purely human 
teams. They have helped predict attacks and guide preventive deployments. Yet, 
effectiveness varies; AI is better at highlighting broad hotspots of existing violence than 
predicting completely new conflicts. In practice, to work effectively these systems need 
to be better integrated with human analysis, local knowledge, and local agency. As they 
stand, these tools for AI enabled early warning and conflict prevention are far from 
effective and still need to reach their full potential. G7 countries should consider how 
investment and innovation in AI for conflict prevention can drive meaningful change. 



 5 

Additionally, they should examine how AI application could contribute to closing the 
warning-response gap in conflict prevention. 

Principles for a Pragmatic G7 Approach 

I. Moving Beyond the "Dual-Use" Debate: Serious Investments in AI for Conflict 
Prevention 

The conversation around AI’s dual-use — its potential for both military and civilian 
applications, is no longer sufficient. G7 states must shift their focus toward actively 
investing in AI-driven conflict prevention. This includes funding participatory early 
warning and response mechanisms that leverage AI to detect emerging tensions and 
enable proactive intervention. Investing in conflict prevention not only saves lives but is 
also significantly cheaper than responding to full-scale conflict (Day 2022). G7 states 
should prioritize funding for AI-driven prevention tools, mediation efforts, and 
peacekeeping infrastructure rather than waiting for conflicts to escalate. Other than the 
humanitarian one, there is also an economic case for prevention: prolonged conflicts in 
regions like the Middle East and sub-Saharan Africa have led to billions in aid 
expenditures, whereas earlier intervention could have mitigated such costs. 

II. Bridging the Warning-Response Gap: Coupling Forecasting with Preventive 
Diplomacy and Inclusive Dialogue 

AI-driven forecasting alone is not enough to prevent conflict. A persistent challenge is 
the gap between early warning and actual responses. AI-powered forecasting models 
can detect conflict risks, but without the political will and institutional frameworks to act 
upon these warnings, their effectiveness is limited. G7 states should therefore integrate AI 
forecasting tools into broader conflict prevention strategies, ensuring that predictive 
insights lead to direct engagement with affected communities and political actors. For 
instance, AI alerts could trigger pre-established Crisis Response Protocols, notifying 
specific individuals and organizations— including trusted mediation actors and local civil 
society organizations—to validate warnings and coordinate with governments on early 
response. Furthermore, G7 states must invest in strengthening decision-making 
structures that ensure warnings lead to coordinated diplomatic and preventive actions. 
This could be done through Hybrid Peacemaking Intelligence Units – teams combining 
state, civil society, and tech experts to co-analyze AI early warnings, explore preventive 
response and activation of diplomatic lines. 

III. Leveraging AI and Citizen Consultations for More Effective Conflict Prevention 

Participatory approaches that integrate AI-driven data collection with direct citizen 
consultations can lead to more inclusive and effective conflict prevention strategies. AI 
tools can analyse patterns of grievances, social unrest, and political instability, while 
citizen engagement ensures that the technology is grounded in local realities. However, 
for these systems to be effective, they must be institutionalized rather than treated as ad 
hoc initiatives. AI can facilitate large-scale participatory processes to better understand 
complex conflict dynamics, but without institutional support, its potential may be lost. 
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Therefore, G7 countries should promote structured participatory initiatives with clear 
channels for incorporating citizen feedback into policy responses, ensuring that 
participation is not just symbolic or tokenistic, but actively informs peace-making 
processes. 

IV. Improving Data Sharing Mechanisms for Better Forecasting 

A key limitation of current AI-driven conflict prevention models is the fragmentation of 
data sources. Private sector entities, international organizations, and governments all 
collect vast amounts of data, but without proper sharing mechanisms, forecasting 
models remain incomplete. G7 states should establish secure, standardized data-sharing 
protocols allowing for better integration of information from both public and private 
sources. As it was previously proposed to the G7 for strategic foresight, a “digital (...) 
platform could serve as an integral component of a networked and cross-sectoral 
framework for multilateralism” (Brozus and Shulman 2022), with positive impacts on early 
warning for conflicts. Lessons from pandemic response efforts demonstrated how real-
time data sharing across borders can improve predictive models. 

Conclusions and Policy Recommendations 

for the G7 
During the 2022 German Presidency the G7 Foreign Ministers agreed on a ‘Common 
understanding of the potential of anticipatory action’ (G7 2022). If the Statement was 
devoted to humanitarian assistance, some of the actions and principles identified still 
stand and should be updated to the current multipolar AI and geopolitical landscape. 
Early warning was also mentioned in the Ministerial Statement on Climate, Environment, 
Peace and Security, within the ‘seven-point agenda for action to advance timely and 
effective responses to the risks posed by climate change and environmental degradation 
to stability and peace’ (G7 2022b). The agenda proposed several points which combined 
with the four principles identified could be replicated for a new G7 approach for AI 
applications in early warning. 

This paper offers three areas for interventions based on the four principles for G7 
pragmatic action outlined above: 

I. Capacity Building & Policy Alignment: 

• In today’s multipolar international system, the G7 needs to recognise the value of 
proactive prevention instead of reactive conflict management. AI-powered 
systems offer new avenues and applications. The benefits of the rise of AI should 
be coupled with the existent ‘business case’ for conflict prevention. To maximise 
the benefits of these applications the G7 should foster and coordinate investments 
in AI-powered conflict prevention, building on existing initiatives like the EU’s 
EWS. 
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• While pooling resources, G7 members should also reflect on the strategic 
integration of AI powered early warning systems into policy processes and 
decision making. If AI-powered tools can revolutionise conflict analysis and 
prevention, political willingness is needed to bridge the ‘warning-response gap’. 
For example, by establishing a multistakeholder network for analyzing AI-
generated warnings, establishing protocols and communication channels for rapid 
crisis response, and involving NGOs in validating early signals and implementing 
localized interventions for de-escalation and conflict prevention.   

II. Collaboration for Increased Operational Responses: 

 
• G7 members should establish a dedicated G7 interministerial Working Group for 

Early Warning led by the principles of a Community of Practice (CoP), by 
combining resources from the Foreign Affairs, Digital and Cybersecurity Working 
Groups.  For example, the G7 Rapid Response Mechanism (RRM) could be 
strengthened by incorporating an AI-powered early warning and early action task 
force or a G7 Early Action Coordination Team. This task force would bring 
together expertise from different working groups, as well as mediation and civil 
society stakeholders, to anticipate conflict escalation and coordinate diplomatic 
responses more effectively.  

III. Data & Best Practices Sharing: 

 

• The G7 should ‘open up’ to contributions from the civil society and partner with 
private actors. For example, by (re) launching and maintaining a G7 engagement 
group for early warning. 

• Finally, timely data sharing is a key component for successful anticipatory action. 
As previously proposed to the G7 for foresight, a digital networked platform could 
serve as an effective tool for early warning data sharing between G7 members. 
This can include the development of a shared dashboard to provide risk 
assessments and alert levels, accessible to all G7 members, with tiered access to 
classified and non-classified data, and possibly APIs for integration with existing 
early warning systems platforms (see for instance UN Humanitarian Data 
Exchange).  
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