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Executive Summary 
Disinformation is simultaneously a domestic and 
an international problem. It can be created and 
disseminated by domestic actors, or it can be 
created and transferred from individuals in one 
group or country to another. Moreover, because of 
its global and continuous nature, disinformation 
is a “wicked problem” that transcends nations 
and generations. Wicked problems cannot 
be “solved,” but they can be mitigated. 

Herein the author argues that trade agreements 
might help governments deal with cross-border 
disinformation (but they cannot address the 
problem of domestically created disinformation). 
Trade agreements cannot stop individuals, groups 
or governments from disseminating malicious or 
dangerous cross-border disinformation flows, but 
they can provide tools for mitigating such flows. 

Policy makers should enhance trade 
agreement rules to govern disinformation 
and foster international cooperation 
by taking the following steps:

 → Prod the United Nations Commission on 
International Trade Law (UNCITRAL)1 to 
create a model law defining cross-border 
disinformation and delineating how to attribute 
such disinformation. Such a law should include 
provisions requiring platforms and media 
outlets to delineate how they protect users 
from disinformation. It should also include 
language banning private firms from producing 
and exporting disinformation as a service.

 → Building on this model law, supplement 
trade agreement provisions on spam to 
include language covering cross-border 
disinformation and requiring signatories to 
enforce their own laws related to cross-border 
disinformation. Note that disinformation is 
often promoted by spambots across borders.

 → Add language to trade agreements requiring 
signatories to develop national laws banning the 

1	 UNCITRAL	is	the	core	legal	body	of	the	UN	system	in	the	field	of	
international trade law. See https://uncitral.un.org/en/content/
homepage.

use of spambots to disseminate disinformation 
across borders and requiring firms to ensure that 
users attempting to disseminate information 
across borders are human (through verification).

 → Add language to trade agreements requiring 
nations to enforce their laws on the use 
of spambots and develop a transparent 
process to identify nations using spambots 
to disseminate disinformation. 

 → Clarify that nations can use the exceptions 
to justify breaching trade agreement rules 
and cross-border data flows to address 
disinformation. The language should provide 
guidance that trade agreement signatories 
can use trade or financial sanctions to 
punish entities and/or governments that 
disseminate disinformation across borders. 
However, nations must establish a transparent 
and public process of evidence gathering 
and attribution before they sanction.

Introduction
Disinformation is not like pornography; most of 
us do not know it when we see it.2 While there 
is some disagreement on an exact definition, 
disinformation can be defined as information 
designed to mislead, deceive or polarize 
(Nemr and Gangware 2019). Moreover, unlike 
pornography, disinformation is dangerous to 
individuals, democracy and good governance. 

An international network of users, firms and 
policy makers often perpetuates disinformation. 
Netizens around the world turn to Facebook, 
Google, WeChat and other sites, apps and 
browsers for information and increasingly 
for their news.3 Many of these sites, apps and 

2 In 1964, US Supreme Court Justice Potter Stewart tried to explain “hard-
core”	pornography:	“I	shall	not	today	attempt	further	to	define	the	kinds	
of material I understand to be embraced...[b]ut I know it when I see it.” 
See	https://corporate.findlaw.com/litigation-disputes/movie-day-at-the-
supreme-court-or-i-know-it-when-i-see-it-a.html.

3 As an example, in 2018, some 40 percent of Facebook users got their 
news from the platform. See www.journalism.org/2018/09/10/news-use-
across-social-media-platforms-2018/.
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browsers provide their services to netizens for free. 
Hence, these firms depend on ads for revenues 
and profits. After users provide personal data 
(such as their interests or search history), these 
firms aggregate it and use it to provide users 
with both tailored advertising and free content 
(Amnesty International 2019; Zuboff 2021). 

Critics accuse many of these platforms of feeding 
their users divisive content to gain their attention 
and increase their time on the platform, which 
in turn encourages more advertisers (Ghosh et al. 
2020). Meanwhile, these ads provide a global 
revenue stream that both incentivizes and sustains 
the spread of disinformation within countries 
and across borders. As an example, the Global 
Disinformation Index (GDI)4 found that local ads 
for Bosch, the World Health Organization (WHO) 
and The Wall Street Journal, delivered by Google 
and Amazon, appeared on sites spreading anti-
Semitic narratives and globalism conspiracy 
theories.5 The GDI also found that ads promoting 
the American Cancer Society, the United Nations 
International Children’s Emergency Fund and 
Doctors Without Borders appeared on sites with 
disinformation about the coronavirus disease 2019 
(COVID-19).6 The Washington Post (2021) argued 
in a February 2021 editorial, “Platforms have no 
excuse not to do something about the problem. 
They’ve already showed us they know how.” 
But these companies are reluctant to change 
their business model because it is so profitable 
(Wakabayashi et al. 2020; Rossolillo 2021).

Individuals, organizations and governments have 
spread propaganda, fake news and conspiracy 
theories offline for centuries (Wardle and 
Derakhshan 2017). However, as life has moved 
online, so too has disinformation, flowing 
within and across borders (Vigneault 2021). As 
a result, the global internet has become both an 
information platform and a “battlefield” (Weaver 
2013). According to scholar Shoshana Zuboff (2021), 
advertisers use this data to manipulate us to 
think, buy, believe, do or join something that we 
otherwise would not have done (Angwin 2021).  

4	 The	GDI	is	a	non-profit	organization	that	evaluates	and	rates	websites’	
risk of spreading disinformation.

5 See https://disinformationindex.org/wp-content/uploads/2020/10/Oct-
2nd-DisinfoAds-Brands-next-to-Anti-SemitismGlobalist-Conspiracy-theories.
pdf.

6 See https://disinformationindex.org/wp-content/uploads/2020/12/
Dec_4_2020-DisinfoAds-NGO-_-Charities-Disinformation-1.pdf.

Disinformation is simultaneously a domestic 
and an international problem (Ewing 2020). It 
can be created and disseminated by domestic 
actors, or it can be created and transferred 
from individuals in one group or country to 
another. There are no reliable statistics, but one 
can see mounting qualitative evidence that 
disinformation increasingly crosses borders 
(Nemr and Gangware 2019; Office of the High 
Commissioner for Human Rights 2021). 

Because of its global and continuous nature, 
disinformation is a “wicked problem” that 
transcends nations and generations. Wicked 
problems cannot be “solved,” but they can be 
mitigated (Barclay 2018; Montgomery 2020). 
According to Brian Pierce (n.d.), former director 
of the Information Innovation Office at the 
Defense Advanced Research Projects Agency 
(DARPA), “wicked problems are typical of 
open, nonlinear systems that involve people 
and machines.”7 No one knows how best to 
counter disinformation at the local, national 
or international levels (Tucker et al. 2018). 

Not surprisingly, people are worried about 
disinformation. A 2018 poll by BBC News in 
18 countries found that 79 percent of respondents 
were worried about what was fake and what 
was real on the internet (Cellan-Jones 2017). The 
Centre for International Governance Innovation 
(CIGI) surveyed some 20,000 netizens around 
the world and, in 2019, found that social media 
companies were the leading source of user 
distrust in the internet — surpassed only by 
cybercriminals — with 75 percent of those surveyed 
citing Facebook, Twitter and other social media 
platforms as contributing to their lack of trust.8 In a 
December 2020 study, the Oxford Internet Institute 
analyzed survey data from 154,195 participants 
living in 142 countries and found that more than 
half (53 percent) of regular internet users were 
concerned about disinformation (Knuutila, Neudert 
and Howard 2020). The researchers also found 

7	 Cognitive	security	is	the	application	of	artificial	intelligence	(AI)	
technologies patterned on human thought processes to detect threats and 
protect physical and digital systems.

8 See www.cigionline.org/cigi-ipsos-global-survey-internet-security-and-trust. 
The 2019 CIGI-Ipsos Global Survey on Internet Security and Trust was 
conducted between December 21, 2018, and February 10, 2019, and 
involved	25,229	internet	users	in	Australia,	Brazil,	Canada,	China,	Egypt,	
France,	Germany,	Great	Britain,	Hong	Kong	(China),	India,	Indonesia,	
Italy, Japan, Kenya, Mexico, Nigeria, Pakistan, Poland, Republic of 
Korea, Russia, South Africa, Sweden, Tunisia, Turkey and the United 
States.
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that worries about the impact of disinformation 
were highest in North America and Europe 
and lowest in East and South Asia (ibid.). 

Consequently, many nations have adopted a wide 
range of strategies to mitigate disinformation, 
including platform regulation, data regulation, 
competition policies, investment rules, 
technological fixes and citizen education 
strategies, among others. With so many different 
approaches, policy makers are able to achieve a 
clearer understanding of what works and what 
does not. However, this patchwork may not be 
effective in mitigating cross-border disinformation. 
Moreover, the lack of coherent approaches 
could also lead to trade distortions and spillover 
effects on internet openness and generativity 
(Organisation for Economic Co-operation and 
Development [OECD] 2016; World Economic 
Forum 2020). There is growing evidence that 
the data giants have acted at the national level 
to weaken and contest domestic regulations 
aimed at addressing disinformation. These firms 
may be trying to game the system (European 
Commission 2020; Petre, Duffy and Hund 2019). 

Herein the author argues that trade agreements 
might help governments deal with cross-border 
disinformation (but they cannot address the 
problem of domestically created disinformation). 
Trade agreements cannot stop individuals, groups 
or governments from disseminating malicious or 
dangerous cross-border disinformation flows, but 
they can provide tools for mitigating such flows. 
When a netizen uses a dating app, searches for 
information on COVID-19 or watches a movie on 
Netflix, they are engaging in international trade. 
To provide the user with this data, firms often 
use servers located across different countries to 
improve access speed and reduce network traffic. 
Moreover, with the adoption of cloud computing 
(computing as a service), data may be stored 
and analyzed in many countries simultaneously. 
In recent years, trade diplomats have included 
rules to govern these cross-border data flows 
in a growing number of trade agreements. 

However, trade agreements have their limitations 
in addressing cross-border disinformation. Policy 
makers cannot use trade agreements to directly 
regulate the business model that underpins the 
problem of disinformation. Meanwhile, trade 
liberalization and trade agreements such as those 
created by the World Trade Organization (WTO) 
are not well liked or well understood. Many people 

believe that these agreements are negotiated in 
an opaque process that is indirectly democratic, 
time consuming and out of sync with the digital 
economy (Kilic 2021; Epps 2008). As an example, 
members of the WTO for years have participated 
in a work program to delineate what they should 
negotiate to govern e-commerce goods and 
services delivered online through cross-border 
data flows. After talking about what they should 
talk about for years, in 2019, some 76 (now 84) 
nations agreed to actual negotiations. But members 
are divided by their understanding, capacity and 
willingness to set rules governing data. Many of 
the participating nations see the digital economy 
as deeply distorted because firms from two 
nations (China and the United States) dominate 
and are home to the main firms relying on this 
business model (Aaronson and Struett 2020; 
Aaronson 2019). Given this market dominance, 
many nations want to establish their own digital 
sectors and develop rules before they commit 
to negotiations (Aaronson and Struett 2020).  

But this is where trade agreements may be helpful. 
Many recent trade agreements contain language 
designed to build trust online among users and the 
firms that provide information and infrastructure 
online. As an example, most trade agreements 
include provisions that require signatories to 
enforce domestic laws related to malicious data 
flows such as spam. Spam and disinformation 
have a lot in common. Both can be defined as 
unsolicited commercial electronic communications 
sent in bulk to recipients, often across borders. 

Moreover, trade agreements include useful 
language on competition policy, as well as 
provisions designed to ensure that national 
regulation does not lead to trade distortions. 
Policy makers include these provisions in the 
hopes of facilitating regulatory coordination and 
preventing a race to the bottom on regulation 
(Smeets 2021, 160, 168). In short, with some 
refinements, these agreements can help nations 
coordinate counterweights for cross-border 
disinformation flows, including data protection 
rules, content moderation and competition policies. 

The paper proceeds as follows: First, the author 
defines disinformation and illuminates how 
technological change and market forces are 
facilitating its spread. Then, the author shows 
how the business model challenges regulators 
at the national level. Next, the author discusses 
what trade agreements say about data flows, 
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exceptions, competition policy, regulatory 
coherence and spam. Finally, the author 
presents suggestions for a broader approach 
to govern cross-border information that 
nations can use within trade agreements.9

Moreover, the author notes that disinformation 
is one of several negative spillovers of a global 
internet built on cross-border data flows shared by 
governments, firms, civil society and individuals. 
Policy makers should be anticipating such problems 
and working toward a twenty-first-century model 
to govern these spillover effects. One could describe 
such efforts as an updated approach to “embedded 
liberalism” (Ruggie 1982, 392; Yakovleva 2020).

What Is Disinformation 
and How Does It Affect 
the Global Economy?  
Researchers traditionally defined disinformation 
as the purposeful dissemination of information 
designed to mislead, deceive, harm and/or 
polarize people within a country or among 
countries. It is not the same as misinformation, 
which is generally understood as the inadvertent 
sharing of false information that is not intended 
to cause harm (Derakhshan and Wardle 2018). 
Governments tend to have similar definitions. 
The European Union defines disinformation as 
“false or misleading content that is spread with 
an intention to deceive or secure economic or 
political gain and which may cause public harm” 
(European Commission 2020). The Government 
of Canada (2021b) describes it as information 
that is “false, misleading and inflammatory.” 
In 2021, the Technology and Social Change 
Project at the Harvard Kennedy School defined 
disinformation as information that is “deliberately 
false or misleading, often spread for political 
gain or profit, or to discredit a target individual, 
group, movement, or political party.”10 It defined 

9 The Europen Union is calling for a shared approach. See  
https://ec.europa.eu/info/sites/info/files/joint-communication-eu-us-
agenda_en.pdf.

10	 See	https://mediamanipulation.org/definitions;	National	Endowment	for	
Democracy	(2017).

misinformation as “information whose inaccuracy 
is unintentional, and spread unknowingly.”11 

While there may not be a consensus on how to 
define it, many researchers agree that the data-
driven economy and the rise of platforms have 
facilitated the spread of disinformation. In fact, 
some scholars call disinformation “computational 
propaganda” because, increasingly, disinformation 
is spread by individuals who rely on algorithms, 
automation and human curation.12 As the 
Technology and Social Change Team (2021) noted, 
“opaque algorithms, policies, and enforcement 
mechanisms determine what information is 
available to whom….Social media, especially, brings 
with it mechanisms and tactics that allow for large-
scale coordinated disinformation campaigns that 
are often hard to recognize and nearly impossible 
to mitigate once they have reached millions.” 

There is, however, a growing consensus 
among international human rights bodies and 
organizations that disinformation is dangerous to 
both human rights and democracy. Disinformation 
interferes with the public’s ability to seek, receive 
and impart information and ideas regardless of 
frontiers. In addition, because individuals tend 
to congregate online in social bubbles with their 
friends and families, they may be less exposed 
to different voices. Yet to really understand an 
issue or problem, one needs to interact with 
people who hold different points of view or 
information that may challenge or nuance one’s 
beliefs. Over time, these factors could exacerbate 
divisions and increase social and political 
polarization (Cedar Partners 2020; Infield 2020). 

Consequently, with the spread of online 
disinformation, users may struggle to differentiate 
between authentic and false information online 
(Tucker et al. 2018; Technology and Social Change 
Team 2021). However, although disinformation 
has a corrosive effect on democracy, policy 
makers must ensure that any response does not 
undermine other human rights, such as freedom 
of expression or access to information (Office of 
the High Commissioner for Human Rights 2021). 
UN human rights bodies have made it clear that 
state actors should not make, sponsor, encourage 
or disseminate disinformation (Office of the 
High Commissioner for Human Rights 2017, 1, 3; 

11	 See	https://mediamanipulation.org/definitions.

12 See https://demtech.oii.ox.ac.uk/.
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Methven O’Brien, Jørgensen and Hogan 2020; 
Amnesty International 2019). Researchers have 
found that disinformation efforts often include 
death and rape threats, accusations of treason or 
collusion with foreign intelligence agencies, and 
sexist and hyperpartisan insults. These efforts aim 
to intimidate and silence targeted individuals — 
most often journalists, activists, human rights 
defenders and vocal members of opposition 
coalitions (Riley, Etter and Bibhudatta 2018). 

Disinformation can also affect the ability of 
individuals to shape their own destiny. Today, 
almost all our daily activities are data-collection 
opportunities, thanks to the mobile internet, 
the Internet of Things and other data-driven 
technologies (Nyst and Monaco 2018). According to 
one study, “personalized information builds a ‘filter 
bubble’ around us, a kind of digital prison for our 
thinking” (Helbing et al. 2017). In so doing, it could 
suppress creative and “out of the box” thinking, 
which in turn has spillover economic effects (ibid.).

Furthermore, disinformation is easily replicable. 
Anyone can share it online at no cost to them (Ryan 
et al. 2020). Not surprisingly, disinformation is also 
dangerous for economic stability: as it spreads,

it can affect the reputations of firms and stock 
prices (Carvalho, Klagge and Moench 2011; Insikt 
Group 2019); alter economic decisions (Singh 2021); 
undermine public health and belief in science; and 
reduce trust in institutions (University of Baltimore 
and CHEQ 2019; Infield 2020). One study estimated 
that in 2018, disinformation cost the global 
economy some US$78 billion,13 including $9 billion 
in unnecessary health-care costs and other 
expenditures; $17 billion in financial disinformation; 
$3 billion a year in platform efforts to combat 
disinformation and increase safety; and $9 billion a 
year in costs to repair damaged reputations due to 
fake news (University of Baltimore and CHEQ 2019). 

If policy makers could develop a coordinated 
and effective international approach, they could 
possibly reduce these costs. A recent study 
found that unilateral data regulations can either 
raise or reduce global welfare, but a coordinated 
approach would yield substantial gains (Chen, 
Hua and Maskus 2020, 4). Policy makers have a 
long history of trying to develop a coordinated 
approach to other issues such as environmental 
protection and labour rights (Aaronson and 
Zimmerman 2007). Some have also tried to develop 
a coordinated approach to the governance of 
cyberspace and cyberthreats (Chernenko, Demidov 
and Lukyanov 2018; Lipton 2020; Talihärm, n.d.).

Figures 1, 2 and 3 outline recent examples 
of cross-border disinformation.

13	 All	figures	in	US	dollars	unless	otherwise	noted.

Figure	1:	China’s	Disinformation	about	Alleged	Australian	Atrocities	in	Afghanistan

 

Sources: see Zhao (2020); Needham (2020); Hurst (2020).
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The Landscape for 
Disinformation and the 
Role of State Actors
State actors are both the perpetrators and the 
victims of disinformation. The Government 
of Canada’s Communications Security 
Establishment (2019) reported that half of all 
advanced democracies holding national elections 
had their democratic processes targeted by 
cyberthreat activity, a three-fold increase since 
2015. A 2021 study found that foreign actors 
were most active in disinformation campaigns 
against the United States, the United Kingdom 
and Egypt (Goldstein and Grossman 2021). 

But it is difficult to attribute disinformation 
directly to a state. A government entity could be 
the creator and disseminator of disinformation, 
it could use bots or trolls, or it could hire a firm 
to do this dirty work. Government officials may 
be unable or unwilling to prove attribution 
because that could require government entities to 
release information about technical and physical 
intelligence capabilities and operations. As a result, 
even when intelligence agencies can attribute 
disinformation with a high degree of confidence, 

they face a second attribution problem in the court 
of public opinion (Newman 2016; Lindsay 2015).

Some governments actively spread disinformation, 
and firms are organizing to serve their needs. 
The US Department of Justice found that the 
Kremlin-backed Internet Research Agency initiated 
its efforts to interfere in US politics as early 
as 2014. This privately held Russian company, 
owned by a friend of President Vladimir Putin, 
spent $1.25 million per month on its combined 
domestic and global operations, which included 
76 staffers fluent in English focused on the 2016 
US presidential campaign.14 In 2020, researchers at 
the Oxford Internet Institute estimated that some 
65 firms deployed computational propaganda 
on behalf of a political actor in 48 countries. In 
addition, some “US $60 million was spent on 
hiring these firms since 2009” (Bradshaw, Bailey 
and Howard 2021, i). Apparently, there are few 
barriers to entry for such firms. In a 2017 study, 
Trend Micro found that $2,600 can buy a social 
media account with more than 300,000 followers; 
$55,000 is enough to fund a Twitter attack that 
successfully discredits a journalist; and $400,000 
can influence policy changes on trade agreements, 

14 United States of America v Internet Research Agency LLC, 18 USC §§ 2, 
371, 1349, 1028A.

Figure 2: Russian Disinformation about Canadian Deputy Prime Minister Chrystia Freeland

 

Sources: Carr (2017); Freeman (2017).

Figure 3: Russian Disinformation about French President Emmanuel Macron

 

Sources: Nugent (2018); Reuters (2017).
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impact elections or change the course of a 
referendum (Gu, Kropotov and Yarochkin 2017).

What Role Do Platforms and 
Their Business Model Play 
in Fostering Dissemination 
across Borders? 
The purveyors of disinformation rely on 
websites, apps, social networks and other 
means to disseminate information. Hence, they 
depend on the large companies that provide 
the tools for human connection in the internet 
age — the so-called platforms. Platforms can 
be defined as digital services that facilitate 
interactions between two or more distinct but 
interdependent sets of users (users can be firms, 
groups and/or individuals) who interact through 
the service via the internet (OECD 2019, 11). 

Although every platform is distinct, and there 
are several business models used by various 
platforms, social networking platforms tend 
to rely on the “freemium” model, where users 
provide personal data in return for free digital 
services (Lynskey 2017). But these users are being 
“used” (United Nations Conference on Trade and 
Development 2019).15 After collecting this data, 
the platforms aggregate users into groups divided 
by preferences, race, location, income and other 
features. Many data firms then make and sell 
predictions about users’ interests, characteristics 
and, ultimately, behaviour to generate advertising 
revenue (Zuboff 2019; Amnesty International 2019; 
Snower and Twomey 2020). No one knows if the 
services that users receive for free are worth the 
direct and indirect costs of providing such data. 

Netizens’ understanding of the news is very much 
affected by who shares it and what their friends, 
family and colleagues say about it. In addition, the 
design of the platform’s algorithm that provides 
users with content might convince them to 
stay on the site and focus their attention on a 
particular news item (Cave 2021; UK Information 
Commissioner’s Office 2019). It is important to 
note that attention is a limited resource, and firms 
and individuals compete for users’ attention (Ryan 
et al. 2020). Hence, platforms have incentives to 

15 Researchers at the Brown Institute for Media Innovation, a joint initiative 
between Columbia University and Stanford University, have shown that 
Amazon,	Apple,	Facebook	and	Google	collect	more	than	450	different	
pieces of information about their users. See https://brown.columbia.edu/
mapping-data-flows/.

design their algorithms to maintain their users’ 
attention for as long as possible (CIGI 2019). In 
so doing, platforms can achieve economies of 
scale and scope from the content they provide 
as well as from the ads they tailor to users.16 
As an example, a search engine such as Bing 
or Chrome can include both results (content) 
and paid search ads (Evans 2020; GDI 2019). 

Many researchers have shown that this 
business model incentivizes platforms to show 
sensationalistic or otherwise addictive content 
to keep people using and the ad money flowing. 
Platforms also gamify usage with “like” buttons, 
retweets and video view counters to keep people 
hooked. Hence, netizens are also incentivized 
to share and disseminate disinformation as 
well as information (Stoller 2021; Donovan 
2021; Tworek 2021; Ryan et al. 2020).

Many of the large platforms are under extreme 
public pressure to moderate content and 
change their business model, but that is not 
necessarily what shareholders want. As AI expert 
Susan Etlinger (2019, 24) notes, “social media 
companies’ mission statements focus on sharing, 
community and empowerment. But their business 
models are built on…their ability to grow, as 
measured in attention and engagement metrics: 
active users, time spent, content shared.” 

Not surprisingly, disinformation seems quite 
profitable (Ryan et al. 2020). In 2019, the GDI 
analyzed website traffic and audience information 
from 20,000 domains it suspected of disinformation 
and estimated the sites generated at least 
$235 million in ad revenue (Price 2019). Harvard 
University scholar Joan Donavan described 
disinformation as “a very lucrative business, 
especially if you’re good at it” (Heim 2021). 

In addition, this business model can create 
competition problems and, hence, problems for 
regulators. Data-driven platforms have found new 
ways of tying, bundling and self-preferencing 
that present new challenges. These strategies 
may lead to “winner-takes-all” markets and 
geographical concentration and may ultimately 
hinder innovation to the detriment of consumers. 

16	 A	firm	enjoys	economies	of	scale	when	its	long-run	average	costs	decline	
as	it	expands	output.	A	firm	enjoys	economies	of	scope	when	its	total	cost	
of producing two or more products and/or services is lower than the total 
cost	when	multiple	firms	produce	the	product	lines	separately	(Baye	and	
Prince	2020).
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Much of what firms do, and supply, demand 
and pricing conditions are opaque to regulators 
(Crémer, de Montjoye and Schweitzer 2019).

Researchers struggle to show that consumers 
are hurt by the freemium model, but consumers 
have little market power. They cannot “punish” 
poor market performance in the form of higher 
prices or lower quality by switching to a rival 
company (Durocher 2019). Moreover, network 
externalities and scale economies lead to winner-
takes-all market outcomes and, thus, a greater 
concentration of market power (WTO 2020, 157). 

Platforms have and continue to receive significant 
revenue from this business model, which in turn 
gives them influence. Some of the biggest platforms 
have revenues that are significantly larger than 
many governments (Babic, Heemskerk and Fichtner 
2018; Owens 2019). There is growing evidence that 
firms are using their market power to prevent 
governments from regulating or to shape such 
regulations so as not to reduce their dominant 
positions (Babic, Fichtner and Heemskerk 2017). 
As an example, in 2019, the British government 
reviewed the business practices of the digital 
behemoths and described their behaviour toward 
consumers and efforts to forestall regulation 
as “bullying” (BBC News 2019). In 2020, reports 
emerged that Facebook saw the short video app 
TikTok as an existential threat to Facebook’s 
international ambitions. Several reporters found 
evidence that Facebook executives pressured the US 
government to act against the company. President 
Donald Trump’s administration decided to ban 
the app and encouraged its sale to a US company 
(Arbel and O’Brien 2021). In 2021, both Google and 
Facebook threatened to leave Australia after the 
government proposed requiring major platforms 
to pay for news they link to.17 While governments 
retain significant tools to act against these firms, a 
coordinated international approach might forestall 
such bullying of governments by the data giants.

17 For more on the Australian “bargaining code,” see Frydenberg and 
Fletcher	(2020);	on	Google	leaving	Australia,	see	https://about.google/
google-in-australia/an-open-letter/;	on	Facebook	threatening	Australia,	
see	Meade	(2020);	and	for	Australia’s	response,	see	Hywood	(2021).	
It	is	interesting	to	note	that	Google	is	paying	for	news	in	France;	see	
Browne	(2021).	The	law	is	based	on	the	EU	Copyright	Directive.

The Role of Technology in 
Disinformation 
Bots and AI 
Technology has made it easier, cheaper and 
often more effective to automate disinformation 
(Bradshaw, Bailey and Howard 2021, 11, 23). 
Thanks to improvements in neural-based natural 
language generation and the availability of large 
pretrained models, companies find it increasingly 
easy to produce bots — another key innovation.

Bots are automated servants that can perform a 
wide variety of repetitive tasks such as generating 
reports, providing virtual assistance, creating 
and sending invoices, verifying documents 
or signatures, and even communicating with 
consumers. In so doing, they displace human 
workers (Nadel and Prescott 2019, 5; Howard 2014).18

Bots are not inherently bad. Some bots can do 
good things, such as search engine bots (web 
crawlers) that index content for online searches 
or customer service bots that help users. 
However, when bots are programmed to break 
into user accounts or perform other malicious 
activities, they can have “bad” direct and indirect 
effects on humans and society.19 Moreover, 
some bots are designed to amplify the reach of 
disinformation and exploit the vulnerabilities that 
stem from our cognitive and social biases. In so 
doing, they create the illusion that individuals 
have independently agreed that information 
is correct (Wardle and Derakhshan 2017). 

However, spam bots are clearly facilitating 
disinformation across borders. By automating 
“trolling” (i.e., the practice of criticizing or 
threatening certain speakers such as women 
and people of colour in response to their views), 
spambots can exacerbate highly problematic trends 
of online hate speech and abuse (Citron 2015). Using 
2017 data, the Pew Research Center estimated that 
between nine and 15 percent of all Twitter accounts 
are automated, and 66 percent of all tweeted 
links to popular sites were disseminated by bot 
accounts (Wojcik et al. 2018). Bots, in general, are 
estimated to make up roughly 37.9 percent of all 

18 See www.cloudflare.com/en-ca/learning/bots/what-is-a-bot/.

19 Ibid.
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internet traffic. In 2018, one in five website requests 
— 20.4 percent of traffic — was generated by bad 
bots alone (Osborne 2019). The United States is 
the source of many bad bots. In total, 53.4 percent 
of bad bot traffic came from the United States, 
followed by the Netherlands and China (ibid.).

Policy makers are starting to regulate spambots 
used to disseminate disinformation (they already 
regulate bots used for mass ticket purchasing/
scalping purposes).20 California became the first 
state to require bots to openly identify themselves 
as automated online accounts. The law makes 
it “unlawful for any person to use a bot to 
communicate or interact with another person in 
California online with the intent to mislead the 
other person about its artificial identity for the 
purpose of knowingly deceiving the person about 
the content of the communication in order to 
incentivize a purchase or sale of goods or services 
in a commercial transaction or to influence a vote 
in an election.”21 Under the law, all such bots must 
conspicuously declare themselves. The owner or 
creator of the bot, not the platform, is responsible 
for designating the account as automated. Under 
the law, the state can challenge overinflated 
follower counts, fake likes, and engineered 
retweets and reposts, reducing the seeming 
newsworthiness and importance of certain posts 
and stories (DiResta 2019; Cohen 2019).22 But the 
law is broad and vague (it includes chatbots on 
companies’ websites) and provides no private 
right of action. In short, individuals cannot sue 
to challenge bots — only the state can (Nadel 
and Prescott 2019, 4). Senator Dianne Feinstein 
has introduced a similar bill in the Senate, but it 
has not moved past committee.23 Meanwhile, the 
European Union has banned ticketing bots and is 
considering challenging spam- and chatbots that 
spread disinformation (Tech Observer 2020).

20 Pub. L. No. 114-274, S. 3183, commonly referred to as the Better 
Online	Ticket	Sales	Act	(BOTS	Act),	was	signed	into	federal	law	on	
December 14, 2016.

21 Ibid.

22 To view the bill, see https://leginfo.legislature.ca.gov/faces/billTextClient.
xhtml?bill_id=201720180SB1001.

23 A bill “to protect the right of the American public under the First 
Amendment to the Constitution of the United States to receive news and 
information from disparate sources by regulating the use of automated 
software programs intended to impersonate or replicate human activity 
on	social	media”	(see	www.govtrack.us/congress/bills/116/s2125).

An Overview of Government 
Efforts to Tackle Disinformation 
beyond Competition Policy 
Disinformation is a form of speech (self-expression), 
and nations have evolved different visions of what 
speech should be regulated online, what should be 
removed and who should decide these questions 
(business, government, civil society). The United 
States sits on one side of a continuum, where law 
and culture dictate that there should be relatively 
few restrictions on speech and where government 
plays a limited role in regulating social networks. 
US policies are guided by section 230 of the 1996 
Communications Decency Act, which states that 
“no provider or user of an interactive computer 
service shall be treated as the publisher or speaker 
of any information provided by another information 
content provider.” The protected intermediaries 
include not only regular internet service providers 
but also a range of “interactive computer service 
providers,” including basically any online service 
that publishes third-party content from sites 
such as Amazon, Target, Trip Advisor and Yelp.24

China, Iran and Vietnam are examples of countries 
on the other side of the continuum. In these 
countries, free speech is extremely restricted, and 
government censors decide what is appropriate 
and inappropriate content (Levush 2019; Morar 
and dos Santos 2020). Most democracies sit 
somewhere in between these positions.

But most countries do not have sufficient leverage 
to influence the practices of the platforms, unless 
they are large and growing data markets such as 
India. Moreover, many netizens do not agree with 
the notion that companies should decide how 
and when to moderate content online when they 
profit from monetizing personal data. They want 
to put forward their own approaches (McCabe 
and Swanson 2019). As Canadian political scientist 
Blayne Haggart (2021) notes, “It may be time to 
question whether the very model of the global 
platform — and the outsourcing of ultimate 
authority to the United States — makes democratic 
sense. Domestic control of platforms (private or 
public), and not just domestic regulation, may 
be necessary to ensure that platforms are more 

24	 See	https://uscode.house.gov/view.xhtml?req=(title:47%20
section:230%20edition:prelim);	www.eff.org/issues/cda230.	The	Trump	
administration	proposed	several	reforms	(see	www.justice.gov/archives/
ag/department-justice-s-review-section-230-communications-decency-
act-1996).
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responsive to Canadians’ needs. We need to 
stop thinking about the internet and platforms 
as undifferentiated spaces and start thinking 
about what a federated internet of interoperable 
democratic sovereign countries might look like.” 

Some countries have advanced domestic 
strategies to mitigate disinformation, although it 
is too early to evaluate whether these strategies 
are effective. For example, Germany created 
legislation to regulate hate speech, known as the 
Network Enforcement Act (NetzDG),25 while the 
United Kingdom and Australia require firms to 
remove “online harms” (Hern 2020). The European 
Union just tabled new legislation to increase the 
accountability of online platforms and clarify the 
rules for taking down illegal content. Courts and 
laws will decide what is legal and when content 
should be blocked (Scott, Larger and Kayali 2020). 
Canada is working to enhance citizen preparedness 
to recognize disinformation, combat foreign 
interference, and increase the proactivity and 
accountability of social networks in protecting 
Canadian democracy.26 However, policy makers are 
also finding it difficult to regulate disinformation 
domestically. As an example, Canada’s 
disinformation law was struck down by Canada’s 
high court and, thus far, NetzDG has not clearly 
led to a documentable reduction in hate speech.27

Around the world, policy makers28 (and firms29 
to some degree [Chakravorti 2020]) are not only 
using content moderation regulations to address 
disinformation but they are also trying to develop 
technical fixes, regulate political advertising, 
train citizens to recognize disinformation, fund 
investigations and enforcement actions, and 
help other governments address disinformation. 
For example, DARPA spent $68 million trying 

25	 See	www.bmjv.de/DE/Themen/FokusThemen/NetzDG/NetzDG_node.
html.

26 See www.canada.ca/en/canadian-heritage/services/online-
disinformation.html;	www.loc.gov/law/help/social-media-disinformation/
canada.php.

27	 On	Canada’s	election	law,	see	www.cbc.ca/news/politics/elections-
misinformation-court-free-speech-1.5948463;	on	the	effects	of	NetzDG,	
see	www.ceps.eu/ceps-projects/the-impact-of-the-german-netzdg-law/.

28 For a list of national laws regarding fake news, see www.reuters.com/
article/us-singapore-politics-fakenews-factbox/factbox-fake-news-laws-
around-the-world-idUSKCN1RE0XN.

29 As an example, Twitter is asking some of its users to point out 
disinformation	(to	crowdsource	it)	(see	Fung	2021),	while	Facebook	is	
trying to make its campaign advertising business more transparent and 
is	making	tweaks	to	its	algorithms	to	support	verified	news	and	to	curb	
political	advertising	during	times	of	political	volatility	(see	Fischer	2021).

to find a technological solution for spotting 
manipulated fake videos. It also funded the 
Enhanced Attribution program, which aims to 
provide greater visibility into “opaque malicious 
cyber adversary actions…by providing high-
fidelity visibility…and to increase the government’s 
ability to publicly reveal the actions of individual 
malicious cyber operators without damaging 
sources and methods.”30 Britain has spent £18 
million on a “fake news fund” for Eastern Europe. 
The European Commission has put €$5.5 million 
into a rapid alert system to help EU member states 
recognize disinformation campaigns (University of 
Baltimore and CHEQ 2019). Meanwhile, researchers 
are analyzing the disinformation ecosystem 
and identifying disinformation campaigns, bot 
networks and troll factories, and foundations 
and governments are trying to bolster the free 
press and teach the public critical thinking skills 
(Canadian Security Intelligence Service 2018; 
Morrison, Barnet and Martin 2020; Cave 2021).31

Given this patchwork of approaches, policy makers 
(and executives) recognize the need for collective 
action. The members of the Group of Seven (G7) 
who met in Canada in June 2018 agreed to the 
Charlevoix Commitment on Defending Democracy 
from Foreign Threats. The G7 agreed to “establish a 
G7 Rapid Response Mechanism to strengthen our 
coordination to identify and respond to diverse 
and evolving threats to our democracies, including 
through sharing information” (Fried 2019). At 
the initiative of France, some 95 nations have 
banded together to discuss effective solutions 
to the problems of disinformation and cyber 
insecurity (Government of Canada 2021a). 

However, these strategies can do little to mitigate 
cross-border disinformation flows or to prod 
firms to address some of the problems with their 
current business model. As with labour and the 
environment, uncoordinated national strategies 
to address the problem could lead to a race to the 
bottom among some nations to encourage firms 
to locate in their countries. Trade agreements, 
especially at the regional and binational levels, 
increasingly contain rules that could lead to a more 
coordinated international approach to directly 

30 See www.darpa.mil/program/enhanced-attribution.

31	 The	Carnegie	Endowment	for	International	Peace	(see	Smith	2020),	
The Washington Post	(see	Heim	2021)	and	The Guardian	(see	Wong	
2021)	recently	published	descriptions	of	innovative	ideas	to	address	
disinformation.	CIGI	(2019)	published	a	whole	essay	series	on	the	topic.
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tackle cross-border disinformation. The next section 
delineates what trade agreements currently say and 
how they may provide building blocks for language 
to govern cross-border disinformation flows.

The State of Digital Trade 
Agreements and the 
Governance of Malicious 
Cross-Border Data Flows 
In its World Trade Report 2020, the WTO Secretariat 
noted a Catch-22 in the global economy. On the 
one hand, “the increasing importance of data 
as an input in production and of the fluidity 
of data is leading to increasing demands for 
new international rules on data transfers, 
data localization and privacy….At the same 
time, the winner-takes-all characteristics 
of certain digital industries could lead to 
policy responses that raise tensions between 
countries and introduce unnecessarily high 
market barriers” (WTO 2020, 11–12).  

This section delineates what trade agreements 
say about regulating cross-border data 
flows, competition policies, spam and the 
use of trade tools to target entities that 
disseminate disinformation across borders. 
The author notes that, for the purposes of 
this writing, e-commerce and digital trade 
agreements are used interchangeably. 

Much of the language in trade agreements is built 
on and highly influenced by the US approach 
to governing the internet, the companies that 
provide its infrastructure and the data that 
underpins that network of networks. For this 
reason, the author argues, the free flow of data, 
with certain exceptions, became the default for 
almost every trade agreement until recently. The 
United States was and is home to many of the 
world’s largest digital firms, and it drafted the 
original principles designed to govern e-commerce 
and cross-border data flows (Aaronson 2015). 

America began that effort in 1997 when then 
President Bill Clinton announced a Framework 
for Global Electronic Commerce. This framework 

articulated what the regulatory environment 
“should” look like if nations wanted to 
encourage national and global e-commerce. The 
framework focused on private sector leadership, 
a limited role for government intervention, 
and principles to reassure consumers that 
their data would be protected and secure.32

But, to some extent, the effort to build trust in 
e-commerce by ensuring users that they and 
their data would be safe took a back seat to the 
notion of free flow of data across borders. US 
policy makers recognized that rules encouraging 
the free flow of data would help America’s data 
giants both expand their access to data and 
grow ever bigger. The Clinton administration 
made it clear that “the US government supports 
the broadest possible free flow of information 
across international borders.”33 This framework 
very much influenced the OECD Action Plan for 
Electronic Commerce, which in turn influenced the 
bilateral and regional agreements on e-commerce 
described below (Aaronson 2015; 2018; Burri 2013). 

Unfortunately, almost every trade agreement 
does not acknowledge the Catch-22 underpinning 
cross-border data flows. Much of the data flowing 
across borders is aggregated and allegedly 
anonymized personal data. While users may 
benefit from services built on data, the people 
who are the source of that data do not control 
it. It is their asset, yet they cannot manage, 
control, exchange or account for it (World 
Economic Forum 2011, 11). Individuals’ data can 
essentially be weaponized to create malicious 
cross-border data flows, whether through 
disinformation, malware, spam or other means. 

Provisions to Encourage 
Cross-Border Data Flows
In the absence of consensus on how to govern 
data at the WTO, many countries including 
Australia, Canada, Chile, EU member states, 
Japan, Singapore, the United Kingdom and the 
United States have placed language governing 
cross-border data flows in the e-commerce 
chapters of recent free trade agreements (FTAs). 
Some 52 percent (182 of 345) of recent (2000–

32 See Framework for Global Electronic Commerce at  
https://clintonwhitehouse4.archives.gov/WH/New/Commerce/.

33	 Ibid.;	see	presidential	directive	at	https://fas.org/irp/offdocs/pdd-nec-ec.
htm.
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2019) trade agreements have e-commerce or 
digital trade provisions, and such language is 
increasingly binding (Burri and Polanco 2020). 

Some of these agreements, such as the United 
Kingdom’s withdrawal agreement from the 
European Union (Brexit), the Canada-United 
States-Mexico Agreement (CUSMA), and the 
Comprehensive and Progressive Agreement for 
Trans-Pacific Partnership, cover a wide range 
of sectors. However, some nations, including 
Chile, Japan, New Zealand, Singapore and the 
United States, have established sector-specific 
stand-alone digital trade agreements. The Digital 
Economy Partnership Agreement (DEPA), the 
Singapore-Australia Digital Economy Agreement 
(SADEA) and the US-Japan digital FTAs have much 
in common (Wu 2017; Monteiro and Teh 2017; 
Asian Trade Centre 2019). As noted above, these 
agreements are built on principles first enunciated 
by the United States in 1997, in the Framework for 
Global Electronic Commerce. Trade negotiators 
focus on rules to govern cross-border data flows 
and generally rely on nations to enforce their 
own laws to protect consumers and citizens from 
harmful or malicious cross-border data flows.

Almost every recent agreement has binding 
language that makes the free flow of data a default. 
They contain language such as “Neither Party 
shall prohibit or restrict the cross-border transfer 
of information, including personal information, 
by electronic means, if this activity is for the 
conduct of the business of a covered person.”34 
Such language makes no distinction between 
data flows that underpin a press release from the 
WHO or disinformation from Russia’s Internet 
Research Agency, a Russian troll farm famous for 
sending disinformation (Chen 2015). But policy 
makers also acknowledge that nations have other 
important policy objectives, such as preserving 
public order, privacy, consumer welfare or 
public morals. Hence, by using the exception as 
justification, a nation can restrict cross-border data 

34 See Agreement between the United States of America and Japan 
Concerning Digital Trade,	7	October	2019,	art	11	(entered	into	force	 
1	January	2020)	[US-Japan Digital Trade Agreement], online:  
<https://ustr.gov/sites/default/files/files/agreements/japan/Agreement_
between_the_United_States_and_Japan_concerning_Digital_Trade.pdf>;	
Digital Economy Partnership Agreement, 12 June 2020, art 4.2 at 4-1– 
4-2	(entered	into	force	7	January	2021)	[DEPA], online: <www.mfat.govt.
nz/assets/Uploads/DEPA-Signing-Text-11-June-2020-GMT.pdf>.

flows.35 These agreements generally incorporate 
both the General Agreement on Tariffs and Trade 
(GATT) (articles XX and XXI) and the General 
Agreement on Trade in Services (GATS) exceptions 
(article XIV).36 All of these trade agreements also 
include a national security exception, in which 
nations can breach the rules to protect against 
what their policy makers see as a national security 
threat. Nations using these exceptions do not 
have to justify their reasons to other nations.37 
However, when nations use the exceptions, they 
must be for necessary purposes and be designed 
to be as least trade restrictive as possible.38

Nations are supposed to turn to these exceptions 
only in extraordinary circumstances. However, 
there are few shared norms and definitions 
regarding how nations should behave when rules 
governing data flows conflict with the achievement 
of other important policy objectives (Aaronson 
2018). Consequently, there is a patchwork of 
strategies to build consumer and user trust at the 
national level, but less of a focus on shared and/
or interoperable strategies. However, exceptions 
risk becoming the rule without the further 
development of mechanisms to bridge regulatory 
differences between countries. For example, the 

35 See General Agreement on Trade in Services, 15 April 1994, 1869 UNTS 
183,	33	ILM	1167	(1994)	art	XIV	(entered	into	force	1	January	1995)	
[GATS]:	the	exceptions	include	“measures	(a)	necessary	to	protect	public	
morals	or	to	maintain	public	order;	(b)	necessary	to	protect	human,	
animal	or	plant	life	or	health;	(c)	necessary	to	secure	compliance	with	
laws or regulations which are not inconsistent with the provisions of this 
agreement	including	those	relating	to:	(i)	the	prevention	of	deceptive	and	
fraudulent practices or to deal with the effects or a default on services 
contracts;	(ii)	the	protection	of	the	privacy	of	individuals	in	relation	to	
the processing and dissemination of personal data and the protection of 
confidentiality	of	individual	records	and	accounts;	[and]	(iii)	safety.”	See	
also www.international.gc.ca/trade-commerce/assets/pdfs/agreements-
accords/cusma-aceum/cusma-19.pdf.

36 See e.g. GATS, supra	note	35,	art	XIV	bis:	“Nothing	in	this	Agreement	
shall	be	construed:	(a)	to	require	any	Member	to	furnish	any	information,	
the disclosure of which it considers contrary to its essential security 
interests;	or	(b)	to	prevent	any	Member	from	taking	any	action	which	it	
considers necessary for the protection of its essential security interests.”

37 See DEPA, supra note 34, art 15.2: “Nothing in this Agreement shall 
be	construed	to:	(a)	require	a	Party	to	furnish	or	allow	access	to	any	
information the disclosure of which it determines to be contrary to 
its	essential	security	interests;	or	(b)	preclude	a	Party	from	applying	
measures	that	it	considers	necessary	for	the	fulfilment	of	its	obligations	
with respect to the maintenance or restoration of international peace or 
security, or the protection of its own essential security interests.”

38 They use language such as “such measures are not applied in a manner 
which	would	constitute	a	means	of	arbitrary	or	unjustifiable	discrimination	
between the Parties where like conditions prevail.” See Canada-European 
Union Comprehensive Economic and Trade Agreement, 30 October 
2016,	art	28.3	(provisionally	entered	into	force	21	September	2017),	
online: <www.international.gc.ca/trade-commerce/trade-agreements-
accords-commerciaux/agr-acc/ceta-aecg/text-texte/28.aspx?lang=eng>.
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United States used the exceptions to protect public 
morals in an internet gambling case (the United 
States refused foreign suppliers of gambling on 
the basis of public morals) and considered using 
the exceptions in response to Chinese censorship 
(the “Great Firewall of China”) because it impeded 
market access for US digital firms (Aaronson 2018). 

Moreover, the exceptions were not built for the 
digital age. Economist Dan Ciuriak (2019) argues 
that the socially harmful use of data such as “fake 
news” and disinformation for personally targeted 
advertising and/or messaging (for example, the 
exploitation of psychological vulnerabilities for 
marketing purposes or for political manipulation) 
should be considered a legitimate exception. 

Protecting privacy and personal data is a widely 
accepted “exception” to the free flow of data. 
Canadian, New Zealand and US FTAs generally state 
that the parties agree that because consumer and 
personal data protection are important, signatories 
should enforce their own laws, which in turn 
should be built on international principles such 
as the Asia-Pacific Economic Cooperation Privacy 
Framework and OECD Guidelines.39 The parties also 
recognize the importance of ensuring compliance 
with measures to protect personal information 
and ensuring that any restrictions on cross-border 
flows of personal information are necessary and 
proportionate to the risks presented. In contrast, 
signatories to EU digital trade agreements must 
first be deemed adequate for personal data to 
flow freely among nations. As of this writing, 
only 14 nations are deemed “adequate.”40

The 2020 SADEA seems to be the first agreement 
calling for interoperability of data protection 
regimes. Interoperability would make data 
protection more effective, as national approaches 
would be more coherent. It notes that “each Party 
should encourage the development of mechanisms 

39 These principles include limitations on collection, choice, data quality, 
purpose	specification,	use	limitation,	security	safeguards,	transparency,	
individual participation and accountability.

40 The adoption of an adequacy decision involves a proposal from the 
European Commission, an opinion of the European Data Protection 
Board, approval from EU countries and adoption of the decision by the 
European	Commission.	The	European	Commission	has,	so	far,	recognized	
Andorra,	Argentina,	Canada	(commercial	organizations),	Faroe	Islands,	
Guernsey,	Isle	of	Man,	Israel,	Japan,	Jersey,	New	Zealand,	Switzerland	
and Uruguay as providing adequate protection. See  
https://ec.europa.eu/info/law/law-topic/data-protection/international-
dimension-data-protection/adequacy-decisions_en;	and	https://trade.
ec.europa.eu/access-to-markets/en/content/digital-trade-eu-trade-
agreements-0.

to promote compatibility between these different 
regimes. These mechanisms may include the 
recognition of regulatory outcomes, whether 
accorded autonomously or by mutual arrangement, 
or broader international frameworks.”41 In short, 
the signatories are calling mutual recognition an 
appropriate approach to foster interoperability.  

Intermediary Liability and 
Content Moderation
As noted above, countries have different ideas on 
how content should be regulated and what entities 
— whether business, government or a combination 
of the two — should do such regulating. US rules 
have protected online platforms from lawsuits 
related to user content and legal challenges 
stemming from how they moderate content. Not 
surprisingly, in recent years, the United States tried 
to include its approach to content moderation 
in some trade agreements. The United States 
demanded language on intermediary liability 
in the US-Japan Digital Trade Agreement and 
CUSMA. Interestingly, the provisions do not apply 
to Mexico until the agreement has been in effect 
for three years.42 In 2019, Australia passed the 
Criminal Code Amendment (Sharing of Abhorrent 
Violent Material) Act, which makes it illegal for 
social media platforms to fail to promptly remove 
such user material shared on their services. The 
author could not find language adding this policy 
to the recent SADEA, although the agreement 
states that online safety is a shared responsibility 
for all online actors.43 In addition, the author 
could find no other nations with intermediary 
liability language in their trade agreements.44

41 See Singapore-Australia Digital Economy Agreement, 6 August 2020,  
art	17(7)	(entered	into	force	8	December	2020)	[SADEA], online:  
<www.mti.gov.sg/-/media/MTI/Microsites/DEAs/Singapore-Australia-
Digital-Economy-Agreement/Singapore-Australia-Digital-Economy-
Agreement.pdf>.

42 See US-Japan Digital Trade Agreement, supra note 34, art 18 at paras 3, 
4;	Canada-United States-Mexico Agreement, 30 November 2018, c 19, 
art	19.17(2)	(entered	into	force	1	July	2020)	[CUSMA], online:  
<www.international.gc.ca/trade-commerce/assets/pdfs/agreements-
accords/cusma-aceum/cusma-19.pdf>	(“[N]o	Party	shall	adopt	or	
maintain measures that treat a supplier or user of an interactive computer 
service as an information content provider in determining liability for 
harms related to information stored, processed, transmitted, distributed, 
or made available by the service, except to the extent the supplier or user 
has,	in	whole	or	in	part,	created	or	developed	the	information.”)

43 See SADEA, supra note 41.

44 See Criminal Code Amendment (Sharing of Abhorrent Violent Material) 
Bill 2019	(Austl),	2019/45,	online:	<www.aph.gov.au/Parliamentary_
Business/Bills_Legislation/Bills_Search_Results/Result?bId=s1201>.
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The United States is unlikely to push to include 
language regarding content moderation rules 
built on section 230 in other trade agreements. 
President Joe Biden’s administration wants to see 
reform of section 230 and recognizes that other 
nations are not enthusiastic about including such 
language in future trade agreements (McCabe 
and Swanson 2019; Laslo 2019; Lerman 2021).

Provisions to Encourage 
Competition 
The WTO has limited competence on competition/ 
antitrust policies, which could be used by 
states collectively to tackle the business 
model. As an example, GATT and GATS contain 
rules on monopolies and exclusive service 
suppliers. The principles have been elaborated 
considerably in the rules and commitments 
on telecommunications. The agreements on 
intellectual property and services both recognize 
governments’ rights to act against anti-competitive 
practices and their rights to work together to 
limit these practices (Anderson et al. 2018). 

Specifically, GATS generally prohibits WTO 
members from adopting regulations that 
discriminate among foreign service suppliers 
(“most-favoured-nation treatment”) (GATS 
article 2.1). GATS, moreover, requires WTO 
members to regulate reasonably, objectively 
and impartially and provide foreign service 
providers with a possibility to express concerns 
and have a regulation reviewed (GATS article 6). 
GATS also requires WTO members to be 
transparent about regulations that may affect 
services trade (GATS article 3). These regulations 
can include labour laws and competition 
policies (Basedow and Kauffmann 2016).

But policy makers have greater freedom to 
export their competition policy strategies in 
their bilateral and regional FTAs. In its FTAs, the 
European Union requires regional trade agreement 
parties to prohibit specific anti-competitive 
practices to the extent that they affect trade; 
these agreements include obligations to establish 
or maintain competition laws and to create an 
institution to enforce them. The United States 
and Canada require signatories to establish and 
enforce their own laws (Anderson et al. 2018).45 
The United States and Canada have also added 

45 See e.g. CUSMA, supra note 42.

accountability provisions with requirements 
relating to non-discrimination, transparency 
and/or procedural fairness (WTO 2020, 147).

In a 2020 report, the OECD (2020, 3) suggested 
that “competition authorities seeking to address 
abuses of dominance in digital markets would 
benefit from deeper international co-operation, 
given the international scope of many digital 
firms.” Recent FTAs seem to be moving in that 
direction with cooperation language. In its 
most recent trade agreement, Australia and 
Singapore agreed to a more thorough approach 
to cooperation on enforcement, noting that 
the parties “shall endeavour to cooperate, 
where practicable and in accordance with their 
respective laws and regulations, on issues of 
competition law enforcement in digital markets, 
including through notification, consultation 
and the exchange of information.”46

DEPA includes similar non-binding language to 
encourage cooperation on completion. Signatories 
are supposed to exchange information and 
experiences on development of competition 
policies in the digital markets, share best 
practices and provide advice or training. “The 
Parties shall cooperate…including through 
notification, consultation and the exchange 
of information,” but “in a manner compatible 
with their respective laws, regulations and…
within their reasonably available resources.”47

Taken in sum, given different national objectives 
and approaches to competition policies, trade 
agreements have yet to effectively encourage 
cooperation across borders to tackle the negative 
spillovers of this new data-driven economy.

Provisions to Promote 
Regulatory Coherence and 
Prevent a Race to the Bottom
Policy makers understand that nations have 
different norms and strategies for regulation, 
but a patchwork of regulation could cause 
problems for both producers and consumers 
of goods and services. In recent years, trade 
diplomats have drafted provisions in trade 
agreements to encourage greater coherence. 

46 See SADEA, supra	note	41,	art	16(2).

47 See DEPA, supra	note	34,	art	8.4(2–3).
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There are many strategies to achieve coherence, 
from measures to prod cooperation to mutual 
recognition and harmonization of regulations. 
Regulatory coherence includes competition 
policies, yet these most up-to-date FTAs do 
not have specific language facilitating such 
competition cooperation. DEPA, for example, 
calls for signatories to “pursue the development 
of mechanisms to promote compatibility and 
interoperability between their different regimes for 
protecting personal information.”48 Such strategies 
can include mutual recognition, regulatory 
sandboxes (where regulators can experiment) 
or shared international frameworks.49 CUSMA, a 
broader trade agreement, has a regulatory chapter, 
which states that “each Party should encourage 
its regulatory authorities to engage in mutually 
beneficial regulatory cooperation activities with 
relevant counterparts of one or more of the other 
Parties in appropriate circumstances to achieve 
these objectives.”50 EU trade agreements have a 
section on regulatory cooperation, which notes, 
“Recognising the global nature of digital trade, 
the parties shall cooperate on regulatory issues 
and best practices through the existing sectoral 
dialogues.”51 The Brexit agreement simply states, 
“The Parties shall exchange information on 
regulatory matters in the context of digital trade.”52

The Singapore-Australia Free Trade Agreement 
(SAFTA) goes further on how nations should 
cooperate. It calls for the parties to endeavour to 
support data innovation through data-sharing 
collaboration and regulatory sandboxes.53 But here, 

48 Ibid.,	art	4.2(6).

49 Ibid.

50 See CUSMA, supra	note	42,	c	28,	art	28.17(1),	online: 
<www.international.gc.ca/trade-commerce/assets/pdfs/agreements-
accords/cusma-aceum/cusma-28.pdf>.

51 See Modernisation of the Trade part of the EU-Mexico Global 
Agreement,	not	yet	signed,	art	11(1),	online:	 
<https://trade.ec.europa.eu/doclib/docs/2018/april/tradoc_156811.
pdf>.

52 See Trade and Cooperation Agreement between the European Union 
and the European Atomic Energy Community, of the one part, and the 
United Kingdom of Great Britain and Northern Ireland, of the other 
part,	30	December	2020,	OJ	L	149,	tit	III,	art	16(1)	(entered	into	force	
1	May	2021)	[EU-UK Trade and Cooperation Agreement], online: 
<https://assets.publishing.service.gov.uk/government/uploads/system/
uploads/attachment_data/file/948119/EU-UK_Trade_and_Cooperation_
Agreement_24.12.2020.pdf>.

53 See Singapore-Australia Free Trade Agreement, 17 February 2003,  
art	2(2)	(entered	into	force	28	July	2003)	[SAFTA], online:  
<www.dfat.gov.au/trade/agreements/in-force/safta/official-documents/
Pages/default>.

too, the current approach is unlikely to encourage 
a shared approach to regulation that can serve 
as a multilateral counterweight to the power of 
the big firms. Moreover, such strategies cannot 
prevent a race to the bottom, as many countries 
have no digital regulations or are just learning 
how to regulate digital firms. For example, many 
developing countries in Africa have to trade with 
Europe, which increasingly means they must adopt 
European standards for data protection. They 
do not have the time or policy space to develop 
their own standards (Pisa, Dixon and Ndulu 
2021). Moreover, data governance is expensive 
and requires good policy governance skills. Data 
governance will be essential to development, 
and donor nations have a responsibility to work 
with developing countries to improve their data 
governance. Yet trade policy makers have yet to 
effectively link digital trade governance and data 
governance capacity building (Aaronson 2019).

Provisions to Reduce Spam
Many, but not all, countries have laws that ban 
spam.54 In 2006, members of the OECD issued 
recommendations on cooperation to address spam. 
They acknowledged that spam undermined trust 
and consumer confidence, “which is a prerequisite 
for the information society and for the success of 
e-commerce,” and that it led to “economic and 
social costs.”55 They also recognized that “spam 
poses unique challenges for law enforcement in 
that senders can easily hide their identity, forge 
the electronic path of their email messages, and 
send their messages from anywhere in the world 
to anyone in the world, thus making spam a 
uniquely international problem that can only 
be efficiently addressed through international 
co-operation.”56 The signatories agreed that 
they must cooperate to investigate and enforce 
cross-border spam problems (OECD 2006).

The OECD Recommendations have influenced 
e-commerce and digital trade language. Almost 
every trade agreement that covers e-commerce 
or digital trade includes language to govern spam 
(Asian Trade Centre 2019). Many FTAs have taken 
steps to regulate unsolicited commercial electronic 
communications. Such measures include obtaining 

54 See https://en.wikipedia.org/wiki/Email_spam_legislation_by_country.

55 See https://legalinstruments.oecd.org/en/instruments/OECD-
LEGAL-0344.

56 Ibid.
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personal consent of the consumers to receive such 
messages, their right to opt out from receiving 
unwanted messages and appropriate recourse 
if suppliers do not respect such regulations.57 As 
an example, the Digital EU UK Agreement states, 
“Each Party shall ensure that users are effectively 
protected against unsolicited direct marketing 
communications,”58 but it does not delineate how. It 
also states that spam is not illegal, but “each Party 
shall ensure that direct marketing communications 
are clearly identifiable as such, clearly disclose 
on whose behalf they are made and contain the 
necessary information to enable users to request 
cessation free of charge and at any moment.”59 
Finally, users must have a form of redress.60 
SAFTA goes further, noting that “each Party shall 
provide recourse against a supplier of unsolicited 
commercial electronic messages” and the parties 
should cooperate in issues regarding spam.61

However, telling countries they should enforce their 
own laws is based on a presumption that countries 
have the funds and expertise to do so. In the time 
of COVID-19, when all budgets are challenged 
by increased expenditures for public health and 
unemployment, that approach seems unworkable.

Bans on Certain Practices 
Trade agreements create rules to ensure that 
certain practices do not discriminate among 
domestic and foreign providers of services 
or create unfair advantages for domestic 

57 See e.g. US-Japan Digital Trade Agreement, supra note 34, art 16: 
“Each Party shall adopt or maintain measures regarding unsolicited 
commercial	electronic	messages	that:	(a)	require	suppliers	of	unsolicited	
commercial electronic messages to facilitate the ability of recipients 
to	prevent	ongoing	reception	of	those	messages;	or	(b)	require	the	
consent,	as	specified	in	its	laws	and	regulations,	of	recipients	to	receive	
commercial electronic messages. 2. Each Party shall provide recourse 
against suppliers of unsolicited commercial electronic messages.” See also 
CUSMA, supra note 42, c 19, art 19.13: “1. Each Party shall adopt or 
maintain measures providing for the limitation of unsolicited commercial 
electronic communications. 2. Each Party shall adopt or maintain 
measures regarding unsolicited commercial electronic communications 
sent	to	an	electronic	mail	address	that	messages	that	(a)	require	suppliers	
of unsolicited commercial electronic messages to facilitate the

	 ability	of	recipients	to	prevent	ongoing	reception	of	those	messages;	or	
(b)	require	the	consent,	as	specified	in	the	laws	and	regulations	of	each	
Party, of recipients to receive commercial electronic messages.”

58 See Digital EU UK Agreement	(part	of	EU-UK Trade and Cooperation 
Agreement, supra	note	52),	c	1,	art	14(1),	online:	 
<http://brexitlegalguide.co.uk/digital-eu-uk-agreeement/>.

59 Ibid.,	art	14(4).

60 See EU-UK Trade and Cooperation Agreement, supra note 52.

61 See SAFTA, supra	note	53,	c	14,	art	19(3–4).

companies. Some practices are regulated and 
other, more egregious, practices are banned. 

Almost every digital trade agreement or chapter 
bans two practices — performance requirements 
and data localization — because these practices 
can discriminate against foreign providers of data 
services (and, in so doing, impede market access). 
The EU-UK Trade and Cooperation Agreement 
states that cross-border data flows shall not be 
restricted by data localization strategies and “a 
Party shall not require the transfer of, or access to, 
the source code of software owned by a natural or 
legal person of the other Party.”62 Recent US and 
Canadian trade agreements ban “performance 
requirements” for source code. As an example, 
the US-Japan Digital Trade Agreement states 
that “neither Party shall require the transfer of, 
or access to, source code of software owned by 
a person of the other Party, or the transfer of, or 
access to, an algorithm expressed in that source 
code, as a condition for the import, distribution, 
sale, or use of that software, or of products 
containing that software, in its territory.”63 It then 
allows an exception for a “specific investigation,…
enforcement action, or judicial proceeding, subject 
to safeguards against unauthorized disclosure.”64 
EU agreements have similar language.65

Trade diplomats have not yet banned other 
practices. Yet disinformation such as malware and 
distributed denial-of-service attacks can undermine 
market access and raise costs for firms that must 
hire researchers to ascertain who is responsible 
for these attacks while simultaneously correcting 
disinformation. Moreover, disinformation 
may have hidden costs, including reducing 
internet generativity and perceptions that the 
internet is a safe and stable place to be. 

Retaliatory Measures
The United States has used sanctions to deal with 
“malicious cyber-enabled activities originating 
from, or directed by persons located, in whole or in 

62 See EU-UK Trade and Cooperation Agreement, supra note 52, tit III,  
art	12(1).

63 See US-Japan Digital Trade Agreement, supra	note	34,	art	17(1).

64 Ibid.,	art	17(2).

65 See EU-Indonesia Free Trade Agreement, not yet signed, tit XX, 
art	X.9(1):	“No	Party	may	require	the	transfer	of,	or	access	to,	source	
code of software owned by a juridical or natural person of the other 
Party.”
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substantial part, outside the United States.”66 Since 
2016, US law has authorized sanctions related to 
interfering with or undermining election processes 
or institutions (US Department of the Treasury 2017, 
3). In this regard, the United States has sanctioned 
Russian and Iranian entities. The US process 
requires an investigation, attribution and then 
development of a strategy to target the responsible 
entities.67 The United States justifies its actions as 
legitimate under the national security exceptions.

Although the United States seems to be the only 
nation that has retaliated, the European Union 
did a poll in 2019, which found that 74 percent 
of respondents to the public consultation 
were in favour of imposing costs on states that 
conduct organized disinformation campaigns. 
Although many democracies such as the 
United States overuse sanctions, they could 
threaten trade sanctions against countries that 
launch disinformation campaigns designed to 
undermine democracy or trust in government 
actors. Such a strategy could be effective 
because it raises the cost of foreign influence 
operations (European Commission 2020).

Recommendations
Trade agreements cannot stop cross-border 
disinformation flows, but they can provide tools 
for mitigating such flows. In addition, trade 
agreements cannot address the business model 
underlying disinformation, although they can 
help policy makers collaborate to challenge 
platform practices that fuel disinformation. These 
agreements may also help ensure that policy 
makers do not avoid regulating for fear of tech-
firm bullying. Moreover, they could provide an 
impetus to return to a focus on establishing trust 
and security among market actors — the users that 
provide the data, as well as the companies that 

66	 See	www.whitehouse.gov/briefing-room/presidential-
actions/2021/03/29/notice-on-the-continuation-of-the-national-emergency-
with-respect-to-significant-malicious-cyber-enabled-activities/.

67 For more on sanctions against Russian entities, see 
https://home.treasury.gov/news/press-releases/sm1118;	on	sanctions	
against Iranian entities, see https://home.treasury.gov/news/press-
releases/sm1158;	and	on	the	executive	order	imposing	sanctions	against	
foreign interference in US elections, see https://home.treasury.gov/
system/files/126/election_executive_order_13848.pdf.

control and monetize the data. One can see the 
beginnings of this approach in SADEA and DEPA. 

In this section, the author presents ideas on 
how nations might cooperate to build greater 
transparency regarding the frequency of 
disinformation; develop appropriate responses 
to disinformation; examine the business 
model underpinning disinformation; and 
work together effectively to address it.

Objective: Enhance trade agreement rules to 
govern disinformation and foster international 
cooperation. Policy makers should: 

 → Encourage UNCITRAL to create an additional 
model law defining cross-border disinformation 
and delineating how to attribute such 
disinformation. Such a law should include 
provisions requiring platforms and media 
outlets to delineate how they protect users 
from disinformation. It should also include 
language banning private firms from producing 
and exporting disinformation as a service. Since 
1996, UN bodies have encouraged nations to 
adopt a variant of the Model Law on Electronic 
Commerce.68 The law serves as a building block 
for national legislation as well as a foundation 
for international trade agreements.69

 → Supplement trade agreement provisions on 
spam to include language covering cross-border 
disinformation and requiring signatories to 
enforce their own laws related to cross-border 
disinformation. Note that disinformation is 
often promoted by spambots across borders.

 → Add language to trade agreements requiring 
signatories to develop national laws banning the 
use of spambots to disseminate disinformation 
across borders and require firms to ensure that 
users attempting to disseminate information 
across borders are human (through verification). 

 → Add language to trade agreements requiring 
nations to enforce their laws on the use of 
spambots. This language should encourage 
nations to attempt to attribute the use 

68 See https://uncitral.un.org/en/texts/ecommerce/modellaw/electronic_
commerce. Drafters designed the model law to encourage a more 
universal approach to governing e-commerce.

69 See UNCITRAL Model Law on Electronic Commerce with Guide to 
Enactment 1996 with additional article 5 bis as adopted in 1998, online: 
<https://uncitral.un.org/sites/uncitral.un.org/files/media-documents/
uncitral/en/19-04970_ebook.pdf>.
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of spambots and collaborate with other 
nations to identify those countries that use 
spambots to disseminate disinformation. 

 → Clarify that nations can use the exceptions 
to justify breaching trade agreement rules 
and cross-border data flows to address 
disinformation. The language should provide 
guidance that trade agreement signatories 
can use trade or financial sanctions to 
punish entities and/or governments that 
disseminate disinformation across borders. 
However, nations must establish a transparent 
and public process of evidence gathering 
and attribution before they sanction.

 → Add language to trade agreements that bans 
disinformation as an internationally traded 
service. Private firms should not be allowed to 
work for foreign governments that create or 
disseminate disinformation across borders. 

Objective: Individuals and economic actors 
can be harmed collectively by disinformation 
when their data is aggregated under the current 
business model. This problem can be addressed 
by enhancing personal data protection to mitigate 
collective harms. Policy makers should: 

 → Add language stating that signatories shall 
not use the personal information of natural 
persons obtained from enterprises within 
their jurisdiction in a manner that constitutes 
targeted discrimination based on attributes 
such as race, colour, sex, sexual orientation, 
gender, language, religion, political or 
other opinion, national origin, property, 
medical or birth (or other status); genetic 
identity, age, ethnicity or disability.70

 → Add language in the provisions on personal 
data protection that allows natural persons 
to pursue remedies for violations of personal 
data protection across borders. Such language 
would also allow groups at the national 
and international levels to pursue such 
remedies against platforms and other entities 
in cases of cross-border disinformation 
when groups of individuals are targeted. 

70 This language builds on the WTO Electronic Commerce Negotiations – 
Consolidated negotiating text – December 2020	(dated	December	14,	
2020),	paragraph	14,	which	contains	language	in	the	draft	text	released	
online without the permission of the WTO Secretariat or WTO members.

Objective: Bolster competition policies, 
encourage international cooperation on 
competition, restrict data-giant bullying 
and prevent a race to the bottom regarding 
regulating digital firms. Policy makers should:

 → Add language to the competition chapters/
language in trade agreements that encourages 
signatories to cooperate on investigations and 
accept competition analysis and data from 
other signatories (mutual recognition) (Dutch 
Data Protection Authority 2013). Encourage 
nations to collaborate on regulatory action 
and remedies in more than one jurisdiction. 
Provide capacity building to developing 
country competition authorities for such 
shared investigations and remediation. 

Objective: Bolster international 
understanding and cooperation on regulating 
disinformation. Policy makers should:

 → Build a culture of transparency regarding 
malicious cross-border data flows. In trade 
policy reviews, where member states review 
each other’s commitments to the rules, states 
should be transparent about their experience 
with disinformation and other malicious cross-
border data flows and how they are regulating 
such flows. Greater transparency about what 
states are doing may reduce the incentives 
to spread disinformation across borders and 
increase incentives to punish such activities.

Conclusion 
The World Economic Forum ranks the spread of 
disinformation and fake news as among the world’s 
top global risks (Edmond 2020). Under current 
legal frameworks and economic conditions, many 
of the giant platforms are unwilling to address the 
business model that both finances and perpetuates 
disinformation. Hence, disinformation is both 
a global and a national problem that nations 
must cooperate with each other to mitigate. 

Rather than constraining governments, 
international cooperation may help many 
developing countries that are also subject 
to disinformation address this shared 
problem. Moreover, a shared approach 
could build trust among users.
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