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Executive Summary
The integration of artificial intelligence (AI) into the 
military domain is rapidly becoming a reality. This 
development has the potential to not only affect the 
character of war but also recalibrate the strategic 
calculations of political actors in peace time. The 
breadth and diversity of implications brought 
forth by military applications of AI has prompted 
governments and international organizations to 
formulate norms that would steer the development 
and use of AI toward adherence with fundamental 
legal and ethical principles. To wit, no less than 
seven international initiatives exist dedicated to 
governing military AI, while various others aim to 
steer the development and use of AI more broadly. 
These efforts at norm development and norm 
setting confront a number of challenges related 
to the nature of AI applications and to pressures 
associated with interstate competition. Yet these 
initiatives have also outlined the key principles that 
will continue to guide the evolving governance of 
AI in the military domain. This paper distinguishes 
seven focus areas found in international governance 
initiatives and identifies their strengths and 
weaknesses, as well as overlaps and gaps in 
the emerging normative landscape. To remedy 
the identified weaknesses and gaps, this paper 
argues that it is important to lay the normative 
foundations for future norms developments now by 
going beyond conceptual issues while delving into 
technical and operational specifics. Simultaneously, 
it is essential to start creating an institutionalized 
regime of norms, rules and regulations to guide 
state behaviour, focusing on the entire production-
proliferation-deployment-employment chain. These 
elements will contribute to a robust governance 
framework for AI in the military domain. 

Introduction
Advances in AI have started to percolate into the 
military domain, at first gradually and at present 
more rapidly. Military AI applications not only 
affect the conduct of war in conflict theatres around 
the world, but they also reshape the dynamics 
of security competition in peace time. Given the 
breadth of the current and potential effects of 
military AI applications, some governments and 
international organizations have started formulating 
norms to steer the responsible development and 
use of these tools in alignment with fundamental 
legal and ethical principles (Canca 2023, 59; 
Anand and Deng 2023, 20). At the same time, 
considerations concerning potential tactical and 
strategic advantages to be derived from military 
AI also inform the positions of actors in this realm. 
In addressing the challenges posed by military AI, 
some argue that new norms are not necessary as 
the international community should solely apply 
the rules and regulations already enshrined in 
international humanitarian and human rights law. 
A focus on developing new norms would only dilute 
the discussion, drawing attention and resources 
away from the effort to guide responsible uses of 
AI (Maas and Villalobos 2023, 8; Garcia 2023, 204). 
Others contend that while these rules and 
regulations certainly apply, the emergence of 
military AI necessitates normative elucidation of 
how these rules and regulations apply. Ensuring 
the responsible use of AI requires regulatory 
efforts that transcend the battlefield and extend to 
the entire production-proliferation-deployment-
employment chain (van Hooft, Boswinkel and 
Sweijs 2022; Scharre 2023). Norms to control, curtail 
and delineate military AI applications would not 
affect the core tenets of international law. Rather, 
they would build on them, as well as expand and 
refine the scope of existing normative efforts. 
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Historically, once new technologies “come online,” 
political entities have formulated new guidelines 
for their use.1 Political actors voluntarily develop 
international norms for a number of reasons, 
including but not limited to identity-based and moral 
values (to prevent human suffering and ensure 
technologies are used in accordance with basic 
precepts of international law), strategic interests 
(to maintain a perceived advantageous position of 
power and to ensure that these technologies do not 
undermine overall security), and stability interests 
(to ensure that these technologies do not undermine 
overall [strategic] stability and thereby threaten 
their security). Ultimately, for norms to have a 
tangible effect on the behaviour of international 
actors by defining collective expectations, norms 
should be adoptable, verifiable and enforceable 
(Finnemore and Sikkink 1998, 891). Although 
norms are less binding than international law, they 
inform the “rules of the game” in the international 
arena. Yet the formulation and implementation 
of norms in relation to military AI faces several 
challenges intrinsic to the nature of AI as an all-
purpose technology and the dynamics of interstate 
competition. As such, initiatives attempting to 
govern military AI should address the diverse 
nature of military AI applications while being 
sufficiently flexible to account for the constant 
improvement of AI systems in a competitive world. 

To wit, no less than seven international initiatives 
exist dedicated to governing military AI, while 
various others aim to steer the development and 
use of AI more broadly. Unsurprisingly, international 
initiatives often acknowledge that, in accordance 
with existing international law, military AI should 
be used in a way that mitigates harm (Boulanin 
and Lewis 2023, 6; Vestner 2022; D. A. Lewis 2022). 
Beyond this, however, there is little agreement that 
could meaningfully guide state behaviour.2 Other 

1	 Efforts include constraints on the use of the crossbow in eleventh-
century Europe and handguns under the seventeenth-, eighteenth- and 
nineteenth-century shogunate in Japan; submarines, balloon-delivered 
projectiles and expanding bullets (in The Hague Conventions of 1899 and 
1907); and poisonous gasses and chemical weapons (from very early 
attempts dating back to antiquity to the Biological Weapons Convention 
in 1972 and the Chemical Weapons Convention in 1993); on to land 
mines (1997) and cluster munitions (1868, 2008); on to nuclear arms 
control treaties between the United States and Soviet Union to curtail the 
risks associated with nuclear weapons by placing numerical caps and 
establishing means of national verification; and broader treaties such 
as the Missile Technology Control Regime in 1987 and the Wassenaar 
Arrangement in 1996 to control the proliferation of dual-use technologies. 
For an overview, see the Annex; Scharre and Lamberth (2022).

2	 This observation is not only applicable to AI in the military domain, but 
also attempts to govern AI more broadly. See Munn (2023, 870).

than outlining 11 guiding principles in 2019, the 
deliberations of the Group of Governmental Experts 
on Lethal Autonomous Weapons Systems (GGE 
on LAWS) have “proven to be slow and difficult 
due to the lack of consensus on agenda items” 
(Schmitt 2022, 306) and the diverging views of 
key players such as China, Russia and the United 
States (Bode et al. 2023, 9). Concurrently, the call 
to action of the Summit on Responsible Artificial 
Intelligence in the Military Domain (REAIM) and the 
United States’ Political Declaration on Responsible 
Military Use of Artificial Intelligence and Autonomy 
have been primarily criticized for failing to define 
what “responsible AI” entails (Nadibaidze 2023). 
Finally, the representativeness and thereby 
relevance of initiatives led by, for example, the 
Organisation for Economic Co-operation and 
Development (OECD) has been questioned due to 
its limited membership and domination by the 
Group of Seven (von Ingersleben-Seip 2023, 797). 

This paper takes stock of international norm 
development around military AI. Following this 
introduction, the next section offers a brief explainer 
of the use and utility of international norms and 
the conditions for successful norm formulation 
and propagation. The following section titled 
“Challenges to International Norm Development for 
AI in the Military Domain” identifies six challenges 
for norm development specifically with respect to 
military AI. The next section, “International Norms 
on AI in the Military Domain: Taking Stock of a 
Crowded Landscape,” maps 13 normative initiatives. 
The following section titled “An Assessment of 
Strengths and Weaknesses in International Norms 
for AI in the Military Domain” distinguishes 
seven focus areas and identifies strengths and 
weaknesses as well as overlaps and gaps in the 
emerging normative landscape. The final section 
concludes by outlining a preliminary agenda for 
norms development for AI in the military domain. 
It argues that it is important to lay the normative 
foundations for future norms developments now 
by going beyond conceptual issues while delving 
into technical and operational specifics, to start 
creating an institutionalized regime of norms, 
rules and regulations to guide state behaviour, 
that should focus on the entire production-
proliferation-deployment-employment chain. 
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The Use and Utility of 
International Norms 
International Norms: Definition, 
Function and Pathways
In the international arena, norms are one tool 
that states can use to establish some degree of 
predictability in an otherwise highly uncertain 
setting. International norms emerge and evolve 
through repeated interstate interactions where 
mutual adherence is dependent on trust and 
common understanding. Norms are not legally 
binding but can form the foundation for normative 
regimes: agreements that go beyond temporary 
arrangements that are sensitive to current state 
interests (Krasner 1982). In this context, norms are 
part of a process of reiterating and shaping values 
and interests, rather than a stand-alone commodity 
(Klimburg and Almeida 2019). This observation also 
reflects the difference between social and legal 
norms, where social norms reflect “intersubjective 
understandings of ‘appropriateness,’” which 
become legal norms only upon codification in 
laws (Bode 2023, 42). Social norms can be seen as 
a dynamic and flexible counterpart to codified law 
that can help standardize behaviour in areas not yet 
captured by regulation. Simultaneously, the level at 
which norms are propagated also matters. Norms 
promoted by governments to designate state-level 
behaviour constitute “big N” norms, whereas the 
standards and protocols set by non-state actors 
contribute to “small n” norms, which may reflect 
the values and interests of states and constrain 
the behaviour of actors (Faesen et al. 2021, 13–15).

How and why norms emerge is a field of study on 
its own. Particularly insightful and foundational 
has been the work of Martha Finnemore, who 
described the norm life cycle in terms of emergence, 
cascade and internalization (Finnemore and 
Sikkink 1998, 895). During norm emergence, 
“norm entrepreneurs” seek to anchor the thinking 
on a norm by proposing specific framing and 
formulation. As the initial norm is propagated, 
discussed and accepted, the norm evolves to reflect 
more than just the norm entrepreneur’s framing. If 
successful, a cascade occurs once a critical number 
of key actors accept the norm, increasing the appeal 
for others to follow. In turn, norm internalization 
takes place as norms become entrenched in values, 
interests and behaviour. The rate at which norms 

mature through this cycle directly depends on 
the context of a norm, the identity to which it 
appeals and applies, as well as the corresponding 
behaviour and expectations. This overall process is 
non-linear, emerging from multi-level interactions 
between different actors (Winston 2023).3 

Yet the strength of social norms — their voluntary 
and flexible nature — also constitutes their 
weakness, even once codification into legal 
norms has occurred. Some states may engage in 
“norm signalling,” the performative adherence to 
norms to gain reputational benefits or access to 
certain discussions, without adjusted behaviour 
(Dixon 2017). Alternatively, states may deliberately 
interpret or attempt to shape social and legal 
norms in the broadest way possible to justify 
marginal behaviour (Dixon 2017; Farrell 2005). 
States might also outright violate a norm while 
spinning the narrative to present their behaviour 
as being aligned with the corresponding values 
(S. Cohen 2001). Norm-breaking behaviour may 
attract condemnation, but often international 
actors have little tools to sanction behaviour. 
Various factors impact the extent to which a 
particular norm is ultimately embraced by the 
international community, building on strategic 
and stability interests on the one hand and values 
on the other. Specifically, three conditions favour 
the propagation and institutionalization of norms: 
adoptability, verifiability and enforceability.

Conditions Favouring 
Norm Propagation
Adoptability

Adoptability can be straightforwardly defined 
as the extent to which norms are amenable to 
agreement and approval by key actors based on 
their interests and values. In the case of military AI, 
hard-nosed assessments of the potential military 
advantages stemming from the use of particular 
AI technologies will be weighed against the extent 
to which they align with key moral values. This is 
an inherently social and thereby strategic process. 
As such, norm adoption is influenced by which 
other actors adopt norms and whether they are 

3	 For example, the approach used by the Global Commission on the 
Stability of Cyberspace involved allowing “states and other stakeholders 
to embrace some norms while rejecting or abstaining from others” to 
clarify areas of consensus and disagreement, and to foster the embracing 
of specific norms (Global Commission on the Stability of Cyberspace 
2019, 23).



4 CIGI Papers No.300 — September 2024 • Tim Sweijs and Sofia Romansky

perceived to be partners, allies or potential foes. 
Additionally, these actors’ influence may be rooted 
in their material and ideational power base, as 
“norms held by powerful actors simply have many 
more opportunities to reproduce through the 
greater number of opportunities…to…persuade 
others of the rightness of their views” (Florini 1996). 
Other states may follow the example of norms 
adopted by powerful states, regardless of the active 
promotion or content thereof, based on a simple 
assessment of “the benefits or costs implied in 
the rule-following action” (Argomaniz 2010, 120). 
Concurrently, key national values inform decisions 
about which norms are embraced or rejected 
(Wendt 1994, 385). For example, a liberal-democratic 
identity carries with it the prerequisite of adopting 
particular human rights norms (Gurowitz 2006). 
In reality, though, governments do not always live 
up to the values that come with their identity. 
Neither interests nor values are objectively 
given, and choices may also result from less 
rational decision-making processes (Sugden 
1989). Appreciation of interests and values is 
assembled in a complex process involving different 
stakeholders (Gould, Arentze and Hoijtink 2024). 

Verifiability 

Verifiability refers to whether the compliance 
of states with norms can be established, either 
through formal (for example, institutionalized 
inspection regimes) or less formal (for example, 
monitoring by non-state actors) means (Scharre and 
Lamberth 2022). A norm may be non-verifiable not 
only because it is defined in terms of conditions or 
actions that are difficult or impossible to observe, 
but also because verification requires checking 
conditions or actions which, albeit technically 
possible, would require institutional facilitation 
(Dastani, Torroni and Yorke-Smith 2018).

Regarding military AI applications, secrecy can 
be an obstacle in ensuring verification of norm 
compliance. Initiatives in other realms suggest 
that such obstacles need not be insurmountable 
and can be addressed using combinations of 
technological and social confidence-building 
measures.4 Verification can also be pursued by other 
means, including intelligence based on, for example, 
open-source reporting (Scharre and Lamberth 2022). 

4	 The Verification Research Training and Information Centre initiative 
between Norway and the United Kingdom, for instance, to verify the 
dismantlement of a mock-up nuclear weapon, is a case in point. See 
Persbo (2010).

Generally, given the software-hardware nexus 
essential for AI applications, compliance could 
potentially be verified in one of two ways: either 
through assessing the technical characteristics of AI 
systems, or through monitoring their actual case-
specific use in the military domain. This process 
requires concurrent technical, legal and military 
expertise to conduct legal reviews; creating software 
protocols; establishing monitoring and inspection 
mechanisms; as well as implementing confidence-
building measures to improve transparency and 
facilitate legal verification (Goussac et al. 2023).

Enforceability 

Enforceability refers to the extent to which norm 
compliance can be effectuated, usually in tandem 
with verification of norm adherence or deviation. 
This way, verification validates an “escalation” of 
enforcement beyond goodwill (Faesen et al. 2020). 
Regarding AI in the military domain, enforcement 
strategies can target the entire life cycle from 
production and proliferation to deployment and 
employment. This process may involve controlling 
the input necessary to create AI applications, from 
software (algorithms) and hardware (systems) 
to wetware (people), or countering specific 
applications in the battlefield through technical 
“constraining parameters” or “boundary conditions” 
hardcoded into systems (Sastry et al. 2024, 55; van 
Hooft, Boswinkel and Sweijs 2022, 81). Ex post, it 
can include public condemnation when actors 
are in contravention, extend to criminal or state 
responsibility, and trigger demands for reparation 
when acts are deemed unlawful (Zyberi 2018; Sassòli 
2002; Wolfrum 1987). Other methods of enforcement 
include bans and moratoria, non-proliferation 
regimes, export control lists, licensing regimes, 
tracking of and/or registering key resources, and 
confidence-building measures to foster mutual 
trust and the effectiveness of the enforcement 
regime, even though in the realm of AI, it will 
likely be difficult to “negotiate such an intense 
level of oversight” (Maas and Villalobos 2023, 31).5 

5	 For an excellent example of lessons to be learned from confidence 
building, see Cervasio, Wheeler and McClafferty (2024); Maas and 
Villalobos (2023); Drexel and Depp (2023).
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Challenges to 
International Norm 
Development for AI  
in the Military Domain 
The creation of international norms for military 
AI faces several challenges deriving from the 
intrinsic characteristics of AI applications 
and the competitive dynamics that have 
recently surged in the security and economic 
realm (R. S. Cohen et al. 2023; Mazarr 2022). 
Six principal challenges stand out: 

	→ the breadth of AI as an all-purpose technology; 

	→ the difficulty of controlling the inputs that go 
into AI applications; 

	→ the diversity of actors involved throughout the 
AI life cycle; 

	→ the challenge of identifying military uses of AI;

	→ the perception of AI as crucial to attaining a 
competitive advantage in interstate competition; 
and 

	→ the AI power paradox, where the rate of 
technological development outpaces the rate of 
policy formulation and adoption (see Table 1). 
(Bremmer and Suleyman 2023) 

Norm development around military AI is shaped 
by these challenges. Therefore, understanding 
these challenges is necessary to chart the 
agenda for future norm development.

Table 1: Summary of the Six Challenges Faced by Norm Development for Military AI

Challenge Description

AI as an all-purpose 
technology

The concept of AI encompasses an incredibly wide range of multi-purpose 
technologies and applications, with no universal definition. This necessitates 
that any normative discussion around AI must start by deciding on a definition 
that reflects the goals of the initiative and the respective cases where norms 
would, should and can apply.

The variety of inputs 
that go into AI 
applications

AI as a category of technologies is dependent on both software and hardware. 
As such, any potential controls should account for the interactions and 
limitations of inputs such as data, computing power and human talent.

The diversity of actors 
involved in the AI chain

A plethora of actors with different interests and values are involved in the 
production-proliferation-deployment-employment chain for AI in the military 
domain. Frameworks need to account for the roles and responsibilities played 
by different actors that are subject to various controls and guidelines.

The difficulties of 
verifying the use of AI 
in the military domain

It is often difficult, if not nearly impossible, to determine whether and how AI 
has been used in a military context as AI does not necessarily alter the physical 
characteristics of systems, and systems themselves can switch between AI and 
non-AI-enabled modes.

The role of AI in 
interstate strategic 
competition

Key state actors are reluctant to commit to governance initiatives around AI, 
lest they lose perceived competitive advantages and because of issue linkage. 
These considerations make it difficult to arrive at shared positions beyond 
lowest-common-denominator agreements.

The AI power paradox The current rate of AI development outpaces the rate at which policies 
can be formulated and adopted. While AI has the potential to alter the 
status quo in many areas of life, the urgency of coming up with responses 
is counterbalanced by the need to create thorough and well-evaluated 
regulation. 

Source: Authors.
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Challenge 1: AI as an  
All-Purpose Technology
First, the concept of AI encompasses a wide range 
of multipurpose technologies and applications. 
Most broadly, AI can be understood as a system that 
can carry out tasks at a level comparable with, or 
normally dependent on, human intelligence with 
varying degrees of autonomy and adaptability 
(Sheikh, Prins and Schrijvers 2023, 16; Russell, 
Perset and Grobelnik 2023). However, no universally 
agreed-upon definition of AI exists (Russell 
and Norvig 2016). Some argue that there is still 
insufficient understanding of what constitutes 
human intelligence and, consequently, to what 
extent machines are successful in its imitation 
(Sheikh, Prins and Schrijvers 2023, 16). Others 
argue that as AI technologies evolve, so does the 
perception of what constitutes AI. For example, 
the advances made by generative AI models 
since 2018 have forced people to reconsider the 
perceived boundaries of AI systems. Still, all 
modern AI remains “narrow”; for now, artificial 
general intelligence, which could purportedly 
execute all forms of human behaviour across all 
domains, remains to be realized.6 In the military 
domain alone, AI can be used for a variety of 
purposes across the entire observe-orient-decide-
act (OODA) loop: from the automated analysis 
of images and decision-making support in the 
generation of courses of action, to deployment in 
the field as part of autonomous weapons systems 
(Meerveld et al. 2023, 14). Consequently, norm 
formulation for military AI should start by deciding 
on a definition of AI that reflects the goals of the 
normative initiative and the situations where 
respective norms would, should and can apply, rather 
than trying to find a perfect, all-encompassing 
definition. This first step is crucial for ensuring that 
resulting frameworks are relevant and effective. 

Challenge 2: The Variety 
of Inputs that Go into 
AI Applications
Second, AI applications are dependent on an 
assortment of inputs: data to train AI models, 
computing power to process the data, human 
talent to develop algorithms and institutions 
to guide these interactions following discreet 
value sets.7 AI models, training data and resulting 

6	 For an explanation, see Ford (2018).

7	 As summarized by Paul Scharre (2023) in Four Battlegrounds.

algorithms are fundamental to AI applications 
and can be shared digitally with relative ease. 
Generative AI applications, such as OpenAI’s 
ChatGPT, Google’s T5 and Facebook’s LLaMA, were 
trained on data scraped from publicly available 
online information (Schreiner 2023; Schaul, Chen 
and Tiku 2023). Other models, such as iterations 
of the YOLO (You Only Look Once) computer 
vision model, are downloadable on platforms 
such as GitHub (Redmon et al. 2016).8 Finally, 
although the proprietary backends of AI interface 
platforms are not always accessible, anyone could 
produce outputs with these programs. In this 
context, prospective controls of AI inputs would 
face challenges similar to those encountered in 
attempts to establish internet controls: they are 
often decentralized and fungible (Tallberg et al. 
2023, 3). Arguably, AI’s intangible elements could 
be controlled by restricting the physical basis 
of AI applications, as most current policies do. 
Hardware components establish the processing 
capabilities for the training and deployment of AI 
(Allen 2023; Scharre and Lamberth 2022). Notably, a 
new generation of specialized AI chips is becoming 
critical to training algorithms on increasingly larger 
data sets (Ahmed and Jenihhin 2022, 8; Scharre 
2023, 42). Yet controlling the semiconductor supply 
chain is also not straightforward. The design and 
production of semiconductors is highly globalized 
(Thadani and Allen 2023; Mark and Roberts 2023). 
Simultaneously, many chips are dual-use; they are 
valuable in both civilian and military industries 
(Byrne et al. 2022). This reality renders it difficult 
to establish clear distinctions for technology 
control rules (Fist, Schneider and Heim 2023). 
Finally, while the training of AI models benefits 
significantly from edge-compute capabilities, in 
effect the on-system use of AI algorithms can also 
be facilitated by legacy processors (Shivakumar, 
Wessner and Howell 2023). For these reasons, 
some hold that the governance of military AI 
cannot be modelled on international regimes such 
as the Treaty on the Non-Proliferation of Nuclear 
Weapons and the Chemical Weapons Convention 
governing the spread of nuclear and chemical 
weapons, respectively (Afina and Lewis 2023).9 
Compared with these technologies, both inputs 
and uses of AI are harder to trace, are not strictly 
government run, and cannot be explicitly forbidden 
due to overlap between civilian and military 
applications (Baronchelli 2023, 2). Simultaneously, 

8	 See https://github.com/ultralytics/yolov5/releases/tag/v7.0.

9	 For an early view, see The Hague Centre for Strategic Studies (2018).

https://github.com/ultralytics/yolov5/releases/tag/v7.0
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the innovation of AI benefits from a fragmented 
and open-source environment (ibid., 3). The nature 
of AI as a category of technologies dependent on 
software, hardware and people with dual-use 
applications requires that governance mechanisms 
distinguish how they apply to specific inputs. 

Challenge 3: The Diversity of 
Actors Involved in the AI Chain
Third, a plethora of actors are involved in the 
production-proliferation-deployment-employment 
chain for AI in the military domain. These actors 
come from radically different backgrounds — each 
with their own interests and values. The design 
and production of AI applications is concentrated 
within private entities whose innovation models 
are motivated by favourable national (regulatory) 
environments. Meanwhile, AI can proliferate 
from both state and non-state actors (ibid.). As 
a result, militaries may decide to develop their 
own respective research and development (R&D) 
capabilities to maintain maximum oversight 
(Fischer 2022). However, production of hardware 
components will almost inevitably need to be 
outsourced. The production of semiconductors has 
a particularly high threshold of entry due to the 
technological sophistication and costs involved. 
This has resulted in market domination by a limited 
number of oligopolists remaining at the forefront of 
semiconductor production (J. Lewis 2022). It has also 
proven difficult for militaries to gain both sufficient 
funding and talent in-house to compete with the 
private sector (Krieger et al. 2021, 380). Currently, 
military organizations opt for software-hardware 
co- design in the development of AI applications 
(Soare, Singh and Nouwens 2023), which requires 
high levels of correspondence between actors 
involved in production (Baronchelli 2023, 3; Ekelhof 
2022). In turn, this necessitates strategic choices 
about the development of AI applications. These 
choices could fuel global fragmentation and the 
nationalization of development processes to the 
detriment of transparency and openness required 
for building transnational frameworks for AI 
regulation (Tallberg et al. 2023, 3). Absent such 
trends, frameworks need to account for the roles 
and responsibilities played by different actors 
that face various motivations and guidelines. 
Effective application of norms requires clarity 
about where something is produced, purchased 
and processed, to be able to determine who is 
ultimately accountable when something goes 
wrong (von Ingersleben-Seip 2023, 800). 

Challenge 4: The Difficulties 
of Verifying the Use of AI 
in the Military Domain
Fourth, it is often incredibly difficult to determine 
whether and how AI has been used in a military 
context. As such, even if rules and regulations were 
to be established around military AI, the process 
of verifying adherence to these rules would be 
complicated by the very nature of the technology. 
This is due to the way that AI is integrated into 
military systems as well as throughout the OODA-
loop (Kwik and Van Engers 2021, 45). On the one 
hand, it is not always immediately clear whether 
a system is employing AI. Systems can be fitted 
with AI enhancements without necessarily 
appearing physically different. At the same time, 
these systems can switch between AI-enabled and 
non-AI modes or receive software updates after 
inspection (Scharre and Lamberth 2022). This once 
more raises the definitional issue of AI, specifically 
related to when a system can be governed. On the 
other hand, because AI can be applied throughout 
the OODA-loop, it may be difficult to tell to what 
extent AI influenced the outcomes of specific 
systems, at what points in decision making and 
how humans were involved (Canca 2023, 59). This 
challenge is already visible in modern contexts. 
Israel’s employment of AI tools such as “The 
Gospel,” “Lavender” and “Where’s Daddy?” in Gaza 
has raised different questions: To what extent did 
AI influence or even determine target acquisition 
and decision making? And how were individuals 
prepared to operate these AI-enabled systems? 
(Office of the High Commissioner on Human Rights 
2024; Rommen 2024). Meanwhile, on the battlefield, 
it has been difficult to establish the degree to 
which different systems employed by Azerbaijan, 
Russia and Ukraine are, in fact, autonomous. As 
such, effective governance mechanisms require 
greater clarity around verification issues. 

Challenge 5: The Role of AI in 
Interstate Strategic Competition
Fifth, the intensification of interstate strategic 
competition in recent years has also manifested 
itself in the military realm. Major and non-major 
powers are adapting their military postures and 
strengthening their military capabilities, including 
through investments in military AI (Fischer 2022). 
Amid considerable uncertainty about the extent 
to which military AI will alter global and regional 
power balances, key state actors may be reluctant 
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to commit to governance initiatives, lest they lose 
perceived competitive advantages (Horowitz, 
Pindyck and Mahoney 2024; Horowitz 2018). This 
helps explain the deadlock in the deliberations 
of the GGE on LAWS (United Nations Office for 
Disarmament Affairs [UNODA] 2024; Schmitt 
2022, 9). The reluctance is intensified both by 
the rate at which new AI applications are being 
developed and the existing structures, which 
have made investment in AI extremely lucrative 
(Bode et al. 2023). Moreover, military AI faces 
issue linkage: decisions in one area may create 
negative effects that transfer from one domain of 
interstate relations into another. States may fear 
that continuing to trade critical materials and 
components with rivals could contribute to future 
AI-enabled security threats. As such, globalized 
supply chains are more readily perceived as a risk, 
and states become interested in limiting each 
other’s capacity to innovate instead of working 
in cooperation (Allen 2023; Palmer 2023). Overall, 
these considerations render it more difficult to 
arrive at shared positions beyond lowest-common-
denominator agreements (Faesen et al. 2020, 29). 

Challenge 6: The AI 
Power Paradox
Sixth, and finally, the current rate of AI development 
outpaces the rate at which policies can be 
formulated and adopted, creating the so-called 
AI power paradox (Bremmer and Suleyman 
2023; Baronchelli 2023). The paradox lies in the 
observation that the staggering range of AI 
applications creates a variety of policy issues in 
different domains. These issues have the potential 
to alter the status quo in many areas of life and 
are therefore pressing matters to be addressed by 
regulations (Baronchelli 2023, 2). However, it is 
nearly impossible to respond to these challenges 
quickly precisely because of uncertainty about 
their impact. Governments know that policies 
created in the present day will contribute to path 
dependencies: future policies will be shaped by 
the decisions made today. Consequently, policies 
must be well thought through and evaluated. 
Yet, as AI applications are continually evolving, 
evaluations risk becoming outdated before their 
implementation while the need for regulation 
only grows. These delays may simultaneously be 
in the interest of certain actors, as regulations 
could slow down innovation. Currently, most 
governments worldwide lag behind private 
sector innovation, focusing on reactive policies. 

Normative discussions about the governance of 
military AI need to consider both timeliness and 
longevity. The starting point for addressing this 
paradox is for states to clearly identify values 
that would guide the integration of AI into their 
militaries for responsible uses (Hashmi 2019). 

International Norms 
on AI in the Military 
Domain: Taking Stock of 
a Crowded Landscape 
International norm development for AI in the 
military domain is ongoing, albeit in its early 
stages. The blossoming of a plethora of initiatives 
takes place within a wider emerging regime 
complex of norms for AI that is horizontal and 
decentralized, relies primarily on soft law and 
involves a variety of stakeholders (Tallberg et al. 
2023, 11–12). Most international initiatives targeting 
AI in the military domain emerged only in the 
last five years.10 In part, this can be explained by 
the fact that AI has fast become a reality within 
the military domain, rather than mere futuristic 
speculation. These initiatives are not necessarily 
complementary but neither do they compete; their 
mandates and goals differ substantially, but there 
are also inevitable points where ideas overlap.  

In assessing the emerging landscape, a comparative 
norm analysis of 13 international initiatives in the 
form of strategies, declarations and resolutions 
was conducted (see Table 2). Table 2 summarizes 
the reviewed initiatives from most recent to oldest, 
starting out with those initiatives with a military 
focus. Seven selected initiatives directly address 
AI in the military domain (see Figure 1), in addition 
to seven initiatives targeted at regulating AI more 

10	 These include international initiatives directly related to the governance 
of AI in the military domain, such as the REAIM Summit (2023), the 
United States Political Declaration on Responsible Military Use of 
Artificial Intelligence and Autonomy (2023), the Latin American and 
the Caribbean Conference on the Social and Humanitarian Impact of 
Autonomous Weapons (2023), the North Atlantic Treaty Organization 
(NATO) Artificial Intelligence Strategy (2021) and the ongoing work of 
the GGE on LAWS. Additionally, some states have developed their own 
approaches to AI in the military domain, notably Australia, France, the 
United Kingdom and the United States.
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broadly. These initiatives have significantly shaped 
thinking on AI norms as a whole (Schmitt 2022, 
303–14; von Ingersleben-Seip 2023, 797). The dual-
use nature of most AI applications makes it nearly 
impossible to draw a clear civil-military divide in 
governance. Therefore, this paper reflects on the 
observation that although initiatives such as the EU 
Artificial Intelligence Act do not apply explicitly to 
defence, such comprehensive regulations passed 
on AI, in general, inform the normative boundaries 
for norm development in the military domain as 

well.11 Simultaneously, initiatives such as the AUDA-
NEPAD Artificial Intelligence Roadmap for Africa 
and the OECD Recommendation of the Council on 
Artificial Intelligence were included as regional 
reflections of AI-related principles (see Figure 2). 

11	 Notably, the UNODA report Towards Responsible AI in Defence: A 
Mapping and Comparative Analysis of AI Principles Adopted by States 
(2023) takes a similar approach by reviewing all AI-related initiatives at 
national and international levels. The scope of this paper is more limited, 
with a narrower focus on primarily military-specific initiatives. See Anand 
and Deng (2023); von Ingersleben-Seip (2023, 802); Ekelhof (2022).

Table 2: Overview of 13 International Initiatives Reviewed

Initiative Year Military 
focus?

Type of 
document

1 REAIM Summit Call to Action 2023

Yes

Call to action

2 Political Declaration on Responsible Military Use 
of Artificial Intelligence and Autonomy

2023 Declaration

3 (Draft) UNGA Resolution on Lethal Autonomous Weapons 2023 (Draft) Resolution

4 Communiqué of the Latin American and the 
Caribbean Conference of Social and Humanitarian 
Impact of Autonomous Weapons

2023 Communiqué

5 CARICOM Declaration on Autonomous Weapons Systems 2023 Declaration

6 (Summary) NATO Artificial Intelligence Strategy 2021 Strategy

7 Guiding Principles affirmed by the GGE on LAWS 2019 Report

8 (Draft) AUDA-NEPAD Artificial 
Intelligence Roadmap for Africa

2024

No

(Draft) Road map

9 OECD Recommendation of the Council 
on Artificial Intelligence

2019/ 
2023

Recommendation

10 Bletchley Declaration 2023 Declaration

11 EU Artificial Intelligence Act 2023 Law

12 IEEE Position Statement on Ethical Aspects of 
Autonomous and Intelligent Systems

2021 Position statement

13 Charlevoix Common Vision for the 
Future of Artificial Intelligence

2019 Vision document

Note: UNGA = United Nations General Assembly; CARICOM = Caribbean Community; AUDA-NEPAD = African Union 
Development Agency-New Partnership for Africa’s Development; IEEE = Institute of Electrical and Electronics Engineers. 

Source: Authors.
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A qualitative review of all the abovementioned 
initiatives produced seven general focus areas (see 
Table 3). These focus areas were deduced based on 
a mapping of either the explicit principles listed by 
the initiatives or on the values embedded in these 
principles. More specifically, when a numbered 
or lettered list was found within a document 
referring to principles or values, this was taken as 
indication of the most direct summary of the norms 
promoted by an initiative. If such a summary was 
absent, reference to norms was found in the text 
itself. The clustering of these categories was cross-
referenced with literature analyzing the developing 
normative landscape around AI in the military 
domain. All seven normative focus areas have 
been independently recognized as key motifs in AI 
governance overall (Vestner 2022). The categories 
were therefore determined through iteration, 
taking into account existing normative categories 
and the saturation of specific embedded norms, 
in both current initiatives and wider academic 
and professional literature. The methodology 

resembles the approach adopted by Alisha Anand 
and Harry Deng (2023, 9), who, reviewing a broader 
swath of AI governance initiatives, identified 
18 principles adopted by intergovernmental 
organizations. Some of the principles identified 
by Anand and Deng, but not all, overlap with the 
normative focus areas identified in this paper.12

12	 Specifically, Anand and Deng identify “impartiality” and “inclusiveness” 
(clustered under “fairness”); “human oversight, judgement or control”; 
“human dignity”; “compliance with law,” “data protection” and “privacy” 
(clustered under “lawfulness”); “proportionality”; “public engagement”; 
“accountability” and “responsibility” (clustered under “responsibility 
and accountability”); “sustainability”; “reliability,” “safety” and 
“security” (clustered under “technical robustness”); and “explainability”, 
“information sharing” and “traceability” (clustered under “transparency”) 
(Anand and Deng 2023, 9). The overlap with the study is found in the 
“lawfulness” cluster, corresponding to what was labelled “accordance 
with international law” and the categories of “responsibility and 
accountability.” Other concepts were clustered and labelled differently, 
but they correlate in terms of content.

Table 3: Definitions of Seven Normative Focus Areas

Normative Focus Area Definition

1 Accordance with 
international law

The use of AI in the military domain should be carried out in 
accordance with existing international humanitarian and human 
rights law. Any guidelines created specifically for AI in the 
military domain do not supersede existing international law.

2 Responsibility and 
accountability

Human agents maintain responsibility, and therefore accountability, for 
the use of AI in the military domain throughout a system’s lifecycle. 

3 Explainability and 
traceability

To maximize the benefits and minimize the risks of the use 
of AI in the military domain, sufficient understanding and 
transparency of systems, inputs and outputs is needed.

4 Bias and harm 
mitigation

The potential harmful consequences of biases and the general use of AI 
in the military domain need to be considered and addressed proactively. 

5 Reliability The use of AI in the military domain should be robust 
and with appropriate safeguards to ensure that systems 
can carry out tasks consistently and predictably.

6 Governability Guidelines for the use of AI in the military domain should enable 
practitioners to detect and avoid unintended consequences as well as 
disengage and deactivate systems when undesired incidents occur. 

7 Exchange of practices To support the development and improvement of AI in 
the military domain, good and best practices should be 
exchanged among actors throughout system lifecycles.

Source: Authors.
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The seven categories are not always strictly 
demarcated. Overlap exists where one category 
begins and another one ends, and in different 
disciplinary perspectives, some focus areas 
would not be separated.13 Yet they are treated as 
discrete categories in the initiatives themselves.

For each initiative, a relative assessment was made 
of the extent to which attention was given to a 
particular normative focus area. In so doing, an 
admittedly rough but relatively straightforward 
and transparent method was used to gauge 
importance. Attention was assessed by looking 
at the number of words dedicated to a specific 
principle proportionate to other principles in the 
same document and the amount of detail used to 
describe it. At the same time, a semantic analysis 
of the content was conducted. If an initiative 

13	 For example, separating “accordance with international law’’ and 
“responsibility and accountability’’ into different focus areas could 
obscure the fact that both responsibility and accountability are, in part, 
legal concepts, the tenets of which are established primarily through 
codified law. See Boulanin and Lewis (2023, 6).

mentioned a point related to a normative focus 
area only once with little semantic elaboration, 
then it scored low on attention. If, proportionate 
to the length of the entire initiative, points related 
to a normative focus area were mentioned several 
times with some semantic elaboration, then 
attention was marked as medium. Finally, if most 
points were dedicated to one normative focus area, 
then attention was marked as high (see Table 4). 

Based on this method, the norm analysis not 
only identifies key focus areas addressed by the 
initiatives, but also grants some insight into 
the extent to which thinking on focus areas 
has developed. If one normative focus area was 
consistently mentioned across initiatives but 
was labelled as low on attention, a gap in norm 
development could be inferred. Specifically, this 
indicates that the value of a norm was collectively 
recognized but that the implications and practice 
of the norm still lacked consensus. This serves as a 
first stepping stone to more in-depth analysis of the 
content of the norms proposed by the initiatives.

Figure 2: Number of Initiatives around AI in the Military Domain Signed by States

Source: Authors (via www.mapbox.com).  
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In addition to more broadly identified advantages 
and disadvantages of certain norms, this paper 
specifically evaluates strengths and weaknesses 
on three dimensions: adoptability, verifiability and 
enforceability. This analysis is further informed 
by how norms are formulated and justified 
by initiatives themselves, what the initiatives 
explicitly refer to as existing avenues for further 
development, and assessments in the scholarly and 
professional literature about the efficacy of norms. 

An Assessment 
of Strengths and 
Weaknesses in 
International Norms for 
AI in the Military Domain
Accordance with 
International Law
Accordance with international law is consistently, 
and often prominently, included as a key normative 
focus area by interstate initiatives for governing 
AI within and outside of the military domain. 
Notably, six initiatives focusing on military AI refer 
to international law either in the first or second 

point among all other listed focus areas. This is 
not necessarily surprising. International law is 
widely recognized as a necessary starting point 
for discussions around AI in the military domain 
(Vestner 2022). International humanitarian and 
human rights law reflects centuries of attempts 
to codify the ways in which polities conduct 
war (Sweijs 2023). As such, the existing body of 
international law captures areas in which the 
international community has reached at least some 
degree of agreement (Ingersleben-Seip 2023, 787). 
At the same time, the sometimes ambiguous 
formulations of international law principles provide 
states with leeway in the interpretation of their 
responsibilities.14 Therefore, most AI governance 
initiatives prefer to operate within “the existing 
architecture,” relying on proven (governance) 
mechanisms to address the challenges posed by 
AI technologies (Schmitt 2022, 305). For these 
reasons, it has been conceded that international 
law should, in one way or another, apply to AI 
systems and applications despite their complexity.

However, these purported strengths of the 
normative focus area also contribute to its 
weaknesses. Beyond a baseline accordance with 
international law, initiatives often fail to answer 
this question: What international law? If AI is 

14	 For example, the formulation of provisions of the European 
Court of Human Rights is vague by design to “allow for domestic 
contextualization” and enactment. See Ammann (2020, 179). 
Meanwhile, the use of undefined terms such as “responsible AI” is 
impacting the developing norms on AI in the military domain. See Schmitt 
(2022, 311).

Table 4: Assessment Framework for Normative Focus Areas

Level of Attention Example

Low Accordance with international law in the Political Declaration on Responsible 
Military Use of Artificial Intelligence and Autonomy mentioned in principle B 
(one out of 10 points). Focus on international humanitarian law. 

Medium Responsibility and accountability in the Political Declaration on 
Responsible Military Use of Artificial Intelligence and Autonomy 
attributes specific responsibilities to states, senior officials and 
relevant personnel, and references the need for understanding. 

High Accordance with international law in the Guiding Principles 
affirmed by the GGE on LAWS mentioned in principles A, C, E and H 
(four out of 11 points). Focus on the different ways in which lethal 
autonomous weapons can interact with international law.

Source: Authors.
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already sufficiently regulated by international 
law, there needs to be clarity as to how its aspects 
are practically reasserted, reapplied, extended 
or clarified in the context of military AI (Maas 
and Villalobos 2023, 8; Vestner 2022). Existing 
initiatives do not consistently specify what kind 
of international law bodies, treaties or principles 
are relevant. Some initiatives only broadly refer to 
international humanitarian and human rights law, 
with the latter only appearing next to the former. 
Treaties such as the The Hague Conventions and 
the Geneva Convention, and potentially relevant 
corresponding articles such as article 36 of the 
Additional Protocol I of the latter,15 are typically 
not mentioned. And, while presumably existing 
principles of international law apply, such as 
proportionality, precaution, distinction, military 
necessity and humanity (Hunter Christie et al. 
2023, 4), the principles are not omnipresent.16 
Arguably, states are obligated to make assessments 
according to these principles as a baseline regardless 
of the tools used. However, there still seems to be a 
tension that, in many ways, reflects the challenges 
of international law more broadly. The fact that 
adherence to international law is consistently 
mentioned as a principle among governance 
initiatives indicates that states see a utility and need 
to reiterate that it is relevant to AI. While there is 
consensus that military uses of AI should not be 
excepted from international law as a whole, there 
is no agreement as to whether extant international 
law is sufficient (Tallberg et al. 2023, 11). 

If existing international law is ultimately judged to 
be sufficient to govern AI in the military domain, 
practitioners still face the issue of interpretation. 
Although reliance on existing regulations alleviates 
some of the challenges of the AI power paradox 
(Bremmer and Suleyman 2023), the consistent 
interpretation is difficult. Even like-minded states, 
as among some NATO allies, “will derive their 
own interpretations on how principles should be 
best employed” (Hunter Christie et al. 2023, 13). 
The formulation of international laws is often, by 
design, a reflection of the diverging perspectives 

15	 Article 36 “provides for a specific obligation to determine, when 
considering the development or acquisition of a new weapons, means 
or method of warfare, whether its employment would, in some or all 
circumstances, be prohibited by any applicable rule of international law.” 
See Boutin (2023, 145).

16	 Admittedly, in part, this lack of specificity could be due to the fact that 
the reviewed initiative documents represent summaries of negotiations. 
However, this issue is recognized more broadly as well in academic 
publications.

of signatories. But it also constitutes an obstacle 
when trying to create clarity on the acceptable 
issue boundaries (Goldsmith and Posner 2005; 
Schmitt 2022, 311). Further aggravating the 
problem, the lack of consensus on AI as a category 
of technologies overall can create complications. 
A key precondition of international law is that it 
is exercised and implemented by human agents 
with sufficient understanding and assessment 
of violations (D. A. Lewis 2023, 500). While in 
most areas covered by international law, these 
principles are practically a given, the autonomy 
and algorithmic nature of AI have the potential 
to even “defy the human-centred foundation of 
international law” (Garcia 2024, 27). The question 
of autonomy also calls for “more comprehensive 
research into the legal significance of mistakes 
of fact” in relation to fundamental principles of 
international humanitarian law (Pacholska 2023, 22).  

In the case that states ultimately agree on the need 
for new legal regulations focusing specifically on 
AI, international deliberations would face the worst 
of the AI power paradox. As in the case of the EU 
Artificial Intelligence Act, attempts to build on 
existing legal frameworks with new legally binding 
mechanisms are complicated by rapidly developing 
AI capabilities. The resulting clash between legal 
codification and technological innovation demands 
a greater adaptability from regulators, which is 
not necessarily facilitated by existing institutions 
(Walters and Novak 2021). New regulation would 
also face the challenge of “whether to prioritize 
breadth of membership and inclusion or depth 
of mission alignment,” risking either only lowest-
common-denominator agreements or fractured and 
ineffective regimes (Maas and Villalobos 2023, 20–21).

The foundational nature of this normative focus 
area may entail that it is expanded upon by more 
detailed formulations of norms in the other areas. 
Therefore, this normative focus area can continue to 
serve as an entry point for at least one agreement: 
AI will not be excepted from international law. In 
this form, the adoptability of the principle is quite 
high, reflecting continued respect for international 
law. For norm development going forward, this 
lowest-common-denominator agreement may be 
necessary although not sufficient, especially in the 
fragmented landscape of AI governance. Eventually, 
a more comprehensive approach to clarifying 
relevance and applicability of international law 
will be needed. At the moment, norms in this 
focus area have low verifiability and enforceability: 
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there are no practical criteria for assessment nor 
agreement about red lines, which, if crossed, should 
be sanctioned. However, these two elements can be 
improved if this focus area is not viewed in isolation. 

Responsibility and Accountability 
The relationship between responsibility and 
accountability is both a moral and a legal one. 
Although “often conflated ‘responsibility’ and 
‘accountability’ are distinct concepts. Accountability 
is scrutiny from an external point of view and is a 
form of ‘answerability’, whilst (moral) responsibility 
is an internal point of view, i.e. an assessment 
of agency” (A. Blanchard, Thomas and Taddeo 
2023, 15). In the context of AI in the military domain, 
the ability of AI to take over otherwise human 
tasks raises questions about who is responsible 
and, consequently, accountable for actions or 
omissions (Boutin 2023, 141). Following Filippo 
Santoni de Sio and Giulio Mecacci (2021), four 
kinds of responsibility gaps can be distinguished 
in relation to military AI: the culpability gap;17 the 
moral accountability gap;18 the public accountability 
gap;19 and the active responsibility gap.20

The importance of addressing these gaps is 
reflected by the fact that all but two initiatives 
make an explicit reference to responsibility. There 
is a general consensus within existing initiatives 
that establishing responsibility contributes to 
accountability mechanisms. Specifically, as Deborah 
G. Johnson explains, “No matter how independently, 
automatically, and interactively computer systems 
of the future behave, they will be the products 
(direct or indirect) of human behaviour, human 
social institutions, and human decision” (quoted in 
Pacholska 2023, 19). Ultimately, the requirements 
will vary depending on the goals of establishing 
accountability, whether it be compliance, reporting, 
oversight or enforcement (Novelli, Taddeo 
and Floridi 2023, 16). Yet this norm’s practical 
application to military AI has several weaknesses. 

17	 “The risk that no human agent might be legitimately blamed or held 
culpable for the unwanted outcomes of actions mediated by AI systems” 
(Santoni de Sio and Mecacci 2021, 1059).

18	 “Human agents’ capacity to make sense of — and explain to each other 
the ‘logic’ of their behaviour” (ibid.).

19	 Where citizens will not be “able to get an explanation for decisions taken 
by public agencies” (ibid.).

20	 “The risk that persons designing, using, and interacting with AI may not 
be sufficiently aware, capable, and motivated to see and act according to 
their moral obligations towards the behaviour of the systems” (ibid.).

In all initiatives related to military AI, there 
is a general reluctance to identify where the 
responsibility of one party begins and how 
accountability for undesirable outcomes would 
consequently be determined.21 This pitfall is 
aggravated by a tendency to include buzzwords 
such as “meaningful human control,” “human 
oversight” and “human responsibility,” without 
clearly defining the requirements for adequate 
oversight and responsibility (Tigard 2021). Actors 
that could be held accountable are states and 
individuals, as well as private corporations 
(Pacholska 2023, 5). But the responsibility of all these 
actors cannot be treated in isolation. The concept 
of “responsible reliance” emphasizes that “natural 
persons involved in the development and use of 
an AI tool in an armed conflict need to be able to 
rely on what the other relevant actors did to help 
ensure that the tool’s behaviour, performance, and 
effects are lawful” (Boulanin and Lewis 2023, 8). 
Consequently, responsibility may be better 
conceptualized as a process where any actor who is 
recognized to be involved in a chain of cumulative 
responsibility could be held accountable (ibid., 9). 

If attribution of culpability falls only on the deployer 
of an AI system, “this may have a detrimental effect 
on the way actors involved in command and control 
may perceive their responsibilities” (Taddeo et al. 
2021, 1716). Current formulations of responsibility 
and accountability can contribute to the impression 
that being responsible is a disadvantageous 
position. Not only are those “responsible” taking 
on risks, but they are also the ones who will bear 
the consequences (Santoni de Sio and Mecacci 
2021, 1070). This could demotivate actors from 
proactively taking on responsibility to maintain 
perceived freedoms, creating the need for “better 
mechanisms to promote the moral accountability 
of all agents involved in the design and use of AI 
systems; better mechanisms of public accountability 
for those who design or regulate AI systems 
operating in the public space; and mechanisms 
and policies to promote a better culture of active 
responsibility of all the designers, managers, 
controllers, and users of AI systems” (ibid., 1074). 

This reflects the fact that the “neat theoretical 
distinction between different stages of technological 
innovation does not always exist in practice” 

21	 The reviewed initiative that most clearly stipulates limits of responsibility 
are the Chinese interim measures for generative AI, which place most 
responsibility on the supplier-side companies of generative AI services.
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(La Fors, Custers and Keymolen 2019, 210). Overall, 
the boundaries between parties also relate to how 
intention and causality are assessed in the context 
of responsibility and accountability (Kwik and Van 
Engers 2021, 57). Algorithms can contribute to a 
so-called double fog of war, where the decisions 
are not only obscured by the complexity of the 
battlefield but also by the black-box nature of AI 
systems (Kwik and Van Engers 2021). At the same 
time, remote warfare enabled by AI physically 
distances actors from their actions. As such, norms 
should address how to identify ownership and 
thereby the locus of responsibility among actors. 

Relatedly, existing initiatives do not explain how 
state and individual responsibility would be 
assigned. Responsibility on both levels is readily 
considered to be complementary and concurrent 
(Pacholska 2023, 7; Boutin 2023, 148). Ensuring 
respect for existing international law would require 
states to enable the individuals and organizations 
working with and around AI systems to consider 
compliance with law at all stages. Specifically, 
individuals who have the power to act on behalf of 
the state should be expected to: “(1) foresee that the 
effects of the system will not be unlawful (which, in 
turn, presupposes a sufficient understanding of the 
system’s performance and behaviour); (2) administer 
the system in a manner that ensures that its 
operations and effects are lawful; and (3) trace the 
operation, performance, and effects of the system 
back to the relevant natural person(s) to help ensure 
accountability” (Boulanin and Lewis 2023, 6). 

Accordingly, principles of individual criminal 
liability would only be applicable if explicit 
responsibilities, and corresponding violations, 
can be established. But criminal law would “be 
less adequate to cope with substantial shared 
responsibilities derived from manifold individual 
small faults” (Santoni de Sio and Mecacci 2021, 1074). 
As such, “upholding the responsibility of collective 
actors such as states acknowledges the structural 
forces that drive the development and use of AI” 
(Boutin 2023, 134). State responsibility entails 
the formulation of protocols and procedures 
to prevent any misuse or abuse, to ensure the 
cessation of wrongful activity and the provision 
of reparations, and the assurance that measures 
will be taken to prevent future incidents. 

For norms around responsibility and accountability 
to be effective, more careful consideration is 
required for the different types of responsibility 
attributable to all relevant actors within an AI 

life cycle, the different expectations at the state 
and individual level, and the designation of 
ownership. As responsibility and accountability 
touch at the very core of what AI systems offer 
for the military domain, the adoptability of this 
normative focus area is relatively high. However, 
until stricter actor-specific criteria are determined, 
verifiability and enforceability of this norm remain 
difficult. One potential avenue would be to look at 
responsibility within private organizations to see 
how these principles are integrated into design and 
technical standards. The international community 
can step in when red lines of responsibility 
are crossed, in line with international law. 

Explainability and Traceability
Existing initiatives emphasize that there should 
be sufficient understanding of the workings of an 
AI system by relevant actors. As such, this norm 
category is closely related to both the focus areas 
of responsibility and accountability as well as 
reliability. Explainability in AI “refers to the ability 
to provide a semantic expression (as opposed 
to merely quantitative and operational) to why 
decision processes developed in a certain way,” 
while traceability can be understood as instances 
in which “certain outputs from an AI algorithm can 
be traced to certain inputs, as if going back in the 
decision chain” (Hunter Christie et al. 2023, 7–9). 
Both concepts are related to transparency, which 
is the extent to which information about a system 
or its development is accessible by stakeholders 
(A. Blanchard, Thomas and Taddeo 2023, 19).22 
Existing initiatives around AI in the military domain 
recognize that explainability and traceability are 
related, and agree that these two elements are 
pivotal to ensuring the responsible use of AI.

Still, principles within this normative focus 
area could benefit from further explicitation. 
Specifications of how much explainability and/or 
traceability is required should be established for 
different types of applications. Insufficient visibility 
of the relationship between inputs and outputs 
in certain AI applications could feed into the risk 
of — another — double black box, where technical 
ambiguity enhances military secrecy. In essence, 
lack of understanding of the workings of an AI 
system could be motivated by the desire to secure 

22	 The relationship between the three concepts can be summarized as 
follows: “Traceability is necessary, but not sufficient for explainability. 
Explainability is necessary, but not sufficient for full transparency.” See 
Hunter Christie et al. (2023, 9).
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sensitive information (D. A. Lewis 2023). However, 
in some situations, a lack of explainability and/or 
traceability could enhance AI performance. Black 
boxes can yield higher performance as, at least 
for now, “there is [a] clear trade-off between the 
performance of a machine learning model and its 
ability to produce explainable and interpretable 
predictions” (Linardatos, Papastefanopoulos and 
Kotsiantis 2020, 18). An acceptable balance needs 
to be struck between the dual imperatives of 
international law and military competitiveness, 
as articulated by Jonathan Kwik and Tom Van 
Engers: “A shift to less transparent AI is a corollary 
of the military needs and circumstances to which 
such models can provide a solution….To benefit 
optimally from AI technology, performance 
must be maximised, but only to the extent that 
the product remains within the constraints of 
the law” (Kwik and Van Engers 2021, 44). 

Without elaboration, it remains unclear to what 
extent explainability and traceability are desirable 
for different AI systems. The utility of explainability 
and traceability measures in systems would also 
be dependent on who would have access to the 
resulting information and how they could benefit 
from it. Without some transparency, where relevant 
decision makers and individuals in positions 
of power would have access to information, 
traceability itself would be of little use (Taddeo 
et al. 2021, 1718). Even if all relevant practitioners 
had access to fully explainable and/or traceable 
AI, only a small number of them would be able to 
interpret it without comprehensive reskilling. A 
study by Michael Horowitz and Lauren Kahn found 
that “those with the lowest level of experience with 
AI are slightly more likely to be algorithm-averse, 
[therefore] automation bias occurs at lower levels of 
knowledge before levelling off as a respondent’s AI 
background reaches the highest levels” (Horowitz 
and Kahn 2024), supporting the argument for 
additional education to prevent bias-based issues. 
As AI has the potential to influence the entirety of 
the OODA-loop, this could necessitate additional 
education for every aspect of military AI. As such, 
norms around explainability and traceability may 
have greater institutional implications. Albeit 
analyzing a national initiative (the US Department 
of Defense AI principles), Alexander Blanchard, 
Chris Thomas and Mariarosaria Taddeo find that 
the existing guidelines “delineate the institutional 
attitude towards the adoption of AI, but they do not 
offer specific guidance to address the problems that 
may emerge in applying the principles to specific 

cases….This means that responsibility for making 
complex ethical assessments is devolved onto 
practitioners who may lack the necessary expertise” 
(A. Blanchard, Thomas and Taddeo 2023, 8).

Finally, while the discourse about norm 
development generally eschews technical details, 
engagement with the technical feasibility of the 
implementation of norms is crucial. Responsibility is 
not just about who pays for mistakes, but also about 
being involved and transparent from the beginning 
with all actors. When it comes to the verifiability 
and enforceability of explainability and traceability, 
this focus area has perhaps some of the most 
potential as “models can be audited in multiple 
ways, ranging from internal code and training 
process reviews to fuzzing and deterministic testing, 
and different applications will require different 
degrees of capability auditing” (Dunnmon et al. 
2021, 29). Even with intrusive inspections, concerns 
over potentially exposed vulnerabilities could be 
assuaged by installing privacy-preserving software 
verification and minimal external monitoring 
functions (Scharre and Lamberth 2022). At the same 
time, leaving the specifications of thresholds to 
technical experts may also worsen the culpability 
gap where “technical experts may (honestly) believe 
that nobody is to blame for an accident because 
they have done what could reasonably be expected 
from them” (Santoni de Sio and Mecacci 2021, 1071).

The normative focus area of explainability and 
traceability is one that has the potential to perform 
relatively well across all three criteria. Adoptability 
of related norms is medium because it is generally 
deemed desirable to understand the technology, 
especially because of how understanding then 
relates to accountability. Verifiability is also feasible 
as a system can be checked and measured, for 
example, for whether self-explaining mechanisms 
have been built in. Still, measuring explainability 
itself remains difficult as it is context- and effect-
based. Enforceability is complicated, although 
progress could be made by focusing standards and 
protocols in the production of systems. The main 
challenges then are how to enhance transparency 
within a secretive environment that would not 
create strategic disadvantages for actors who 
adhere to norms more closely, and how to create 
sufficient distinction in the requirements for 
different AI applications regarding measures for 
explainability, traceability and/or transparency. 



18 CIGI Papers No.300 — September 2024 • Tim Sweijs and Sofia Romansky

Bias and Harm Mitigation
Bias and harm mitigation appears in all initiatives, 
except for the draft UNGA resolution on LAWS, 
and receives ample attention. Normative 
principles around bias and harm mitigation rely 
on matured conceptualizations of the potential 
risks associated with bias. Notably, bias itself is 
seen as a type of harm as it can potentially lead to 
issues ranging from discrimination and inequity 
to unexpected emergent behaviours in systems 
(Gray et al. 2024, 688). Five main sources of bias 
can be distinguished following Magnus Gray 
et al. (2024), which derive from uses in the civil 
domain but equally apply to the military domain: 

	→ research designs that reflect biases of 
developers; 

	→ training data that replicates incomplete or non-
representative samples; 

	→ input representations that capture “societal 
attitudes and display semantic biases”; 

	→ model architectures that may “[compound or 
amplify] existing inequities”; and 

	→ real-world uses that follow biased applications. 
(ibid., 688) 

Reflecting this understanding, the EU Artificial 
Intelligence Act devotes particular attention to 
the importance of diverse and comprehensive 
data sets in lowering the likelihood of bias 
in outputs, which is equally relevant to 
social as it is to physical input data. 

Still, this norm category features a number of 
weaknesses. First, this focus area faces “normative 
creep” where a variety of different concepts, such 
as human rights, diversity, equity and harm, have 
been intertwined, without clear prioritization. 
This has resulted in the convolution of different 
dimensions that will need to be pulled apart to 
be addressed in practice. Second, the suggested 
solutions fall short of dealing with the identified 
problems associated with bias and harm. Although 
awareness of the roots of bias formation is 
developing, current initiatives fail to go one level 
deeper and offer guidelines for acquiring diverse and 
trustworthy data and other inputs. Third, initiatives 
typically fail to define what constitutes actual 
harm, requiring reference to concrete principles of 
human rights frameworks (Ams 2023). Fourth, the 
formulation of principles around bias and harm, 

which, despite stressing mitigation, in fact focus 
more on responses to harmful consequences instead 
of prevention. In part, this may be because some 
harmful effects cannot be predicted. However, often 
especially in a military context, responses to harm 
will come too late (Maas and Villalobos 2023, 53). 
This is a broader critique of “after-the-fact legal 
accountability… — even in the most robust and 
efficient legal regimes, anyone would far prefer to 
have prevented a harm in the first place than to 
be eventually compensated for it” (Crootof 2024). 

Simultaneously, some types of bias and harm, 
which academics identify as potentially stemming 
from military AI, are not mentioned by governance 
initiatives (for example, imbuing machines with 
ethical faculties). In this context, “terms like 
‘ethical,’ ‘intelligent,’ and ‘responsible’ in the 
context of machines can lead to false attributions 
and mythical tropes implying that inanimate 
AI agents are capable of moral reasoning, 
compassion, empathy, mercy, etc. and thus 
might perform more ethically and humanely 
than humans in warfare” (J. Johnson 2024, 74). 

The anthropomorphizing of AI is likely to generate 
false expectations and obfuscates how AI impacts 
human decision-making processes, intensifying 
automation bias. Consequently, “the design of AI 
agents for hybrid teaming must embody both the 
positive and potentially negative psychological 
implications of anthropomorphism” (ibid., 73), 
including dehumanization, groupthink and diffused 
moral culpability (Santoni de Sio and Mecacci 2021).

Overall, the adoptability of bias and harm 
mitigation is comparatively high with many states 
signalling openness. Further norm elaboration 
and refinement will also help address many of 
the weaknesses discussed above. Once addressed, 
this normative focus area may also be highly 
amenable to verifiability and, albeit to a lesser 
extent, enforceability. Cases of failure with known 
AI systems can be observed; however, the issue of 
establishing AI-integration remains an obstacle. 
Finally, it is possible to formulate protocols and 
standards, both at the technical level and at the 
operational level, to address risks associated 
with bias and harm, by defining a set of mission-
specific properties, standards and requirements 
for systems (Hoffman and Kim 2023, 22–24). 
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Reliability
Reliability can be defined as “the probability 
that a system or product will perform in a 
satisfactory manner for a given period of time 
when used under specified operating conditions” 
(B. S. Blanchard and Blyler 2016, 144). In a military 
context, reliability hinges on predictability and 
controllability for end users: “Operators must be 
able to predict with a high degree of accuracy how 
the weapon will behave after being deployed. A 
weapon would not be adequately controllable, 
and therefore unlawful, if there is more than a 
remote possibility that it could perform in an 
unforeseeable way” (Kwik and Van Engers 2021, 53).

An additional challenge that comes with AI 
applications in the military domain is that 
battlefields are characterized by friction and fog. 
Because military AI applications interact with 
a complex and unpredictable environment, “all 
autonomous systems exhibit a degree of inherent 
operational unpredictability, even if they do not fail 
or the outcomes of their individual action can be 
reasonably anticipated” (Holland Michel 2020, 5). 
Reliability can thus only be meaningfully gauged 
when a system’s performance can be evaluated 
between the past and present. Specifically, 
a system can be checked for consistency of 
“how often and for how long the outputs of a 
system are correct; and whether the system 
can scale up to elaborate data that diverge from 
training and test data” (Taddeo et al. 2022, 12). 

One weakness in existing initiatives is the lack of 
specification of the (in)appropriate consequences 
of AI use with and how they relate to specific 
parameters and contexts. Notably, greater autonomy 
of systems and more dynamic environments 
breed a higher chance of unpredictable, 
emergent behaviour (Trusilo 2023, 5). This does 
not necessarily mean that unpredictability and 
reliability are on opposite sides of the spectrum. 
In fact, practitioners should “confront the 
possibility that behaviour that is innovative but 
less predictable can lead to increasing reliability” 
(ibid., 4). This can, in turn, generate new ethical 
problems, for example: “Opponents of robotic 
swarm technology may argue that unpredictability 
at the micro level means there is no longer the 
required level of explainability or transparency….
In contrast, proponents of such a system may 
argue that increased reliability and robustness at 
the macro level make a swarm system the logical 
choice for real-world conflicts” (Trusilo 2022).

The next step for norm development in this focus 
area would therefore be to draw up specifications 
for different levels of assessment for reliability 
informed by the unique requirements of systems 
with distinct tasks. It is, for example, reasonable 
to assume that systems more embedded in 
decision-making processes would have more 
stringent reliability requirements (Taddeo et al. 
2022, 18; Boulanin and Lewis 2023, 8). In addition, 
it would require the formulation of a layered 
ethical framework that stipulates conditions of 
reliability at these different levels of operations.

Still, the adoptability of this normative focus area 
remains comparatively high, with only two of the 
reviewed initiatives not making any reference 
to it. Reliability itself is a basic requirement for 
all weapons systems. Yet unpredictability does 
not always lead to increased risk. Reliability can 
therefore become a more robust norm if different 
types of risk are categorized as more or less 
acceptable and more or less predictable, “leading 
to a ‘meta-level’ of overall risk” (Taddeo et al. 2022, 
35). In light of these considerations, the way that 
AI models and systems are tested can be adjusted 
to be dynamic and iterative, ultimately being 
able to account for uncertainty (Trusilo 2023, 11). 
Embedding technically enabled measures of 
reliability could, in turn, “reduce the need for costly 
physical enforcement (or threats thereof in order 
to deter certain actions)” (Sastry et al. 2024, 55).

Governability
In existing initiatives, governability establishes the 
need to ensure AI-enabled systems are configured in 
such a way that humans can take control whenever 
deemed necessary (Oniani et al. 2023, 225). It 
includes immediate response mechanisms for 
disengagement and deactivation in the case of 
unintended or unaccounted-for consequences. The 
“ability of human agents to contest and override 
AI decisions, when these should be considered 
mistaken or inappropriate” (A. Blanchard, Thomas 
and Taddeo 2023, 1719), is especially relevant for 
unknown unknowns, or situations that people are 
neither aware of nor understand (Baronchelli 2023). 
Yet the added utility of governability as a normative 
focus area is not readily apparent because issues 
of control and understanding are reflected in other 
areas as well. Still, it is prominently referenced in 
the US Political Declaration and the NATO principles.  

There are a number of weaknesses that need to 
be addressed for governability to evolve into a 
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mature norm. First, challenges associated with 
responsibility and accountability would need to be 
resolved. This requires dealing with the plethora 
of actors involved in the production of AI systems 
and identifying the locus of responsibility to 
intervene to disengage and deactivate a system.

In addition, sharing governability mechanisms 
for specific systems between states also runs 
into challenges: “When one nation lends an 
AI capability to another nation, assurances 
are likely to be required as to the ethicality 
(and legality) of that capability given the 
varying ethical cultures and legal frameworks 
under which it was designed and developed” 
(A. Blanchard, Thomas and Taddeo 2023, 11).

The question presents itself as to which governance 
guidelines to adhere to. These tensions reveal 
themselves in ongoing debates where China’s tighter 
concept of LAWS “contrasts with the approaches 
of other parties within the ‘ban group’ that prefer 
to identify LAWS based on characterising aspects 
such as autonomy and human control” (Bode et al. 
2023, 5). The adoptability of this norm is therefore 
relatively low, its verifiability comparatively 
higher, but its enforceability again low.

This problem of transference also applies to non-
state actors, even if they are not signatories to 
international norms (Tallberg et al. 2023). The 
decentralized and open-source nature of some AI 
algorithms means that a ream of applications is 
available to and can be proliferated by non-state 
actors. Public-private collaboration is therefore 
“key in incorporating software restrictions on 
commercial robotics, for example, which would 
address the potential consequences” of such 
access. This consideration is, in part, addressed 
in the normative focus area on reliability, which 
emphasizes precautions against hijacking and 
precaution, but considerations of harm should 
also go beyond the individual. A systems approach 
not only benefits bias and harm mitigation, but 
also addresses issues related to responsibility and 
accountability, because of “second- and third-
order effects of the use of AI in various phases 
of operations” (Azafrani and Gupta 2023, 27). 

Exchange of Practices
The final normative focus area identified is the 
exchange of practices, most prominently stressed 
by the Charlevoix Common Vision for the Future of 
Artificial Intelligence, but also the REAIM Summit 

Call to Action. Within this category, there is an 
emphasis on the notion that there are various 
actors involved with AI systems throughout the 
life cycle that could benefit from being mutually 
informed about R&D (van Hooft, Boswinkel and 
Sweijs 2022; von Ingersleben-Seip 2023, 789). 
This reflects an awareness that information 
exchange through multi-stakeholder engagement 
is necessary in a field where a large share of 
technological advancements take place outside 
of conventional, state-linked institutions. In turn, 
exchanges of accurate information and confidence-
building measures about the state of the art of 
technologies could manage expectations between 
rivals, prevent arms races due to perceived threats 
and improve the safety practices for systems 
globally (Horowitz, Kahn and Mahoney 2020). 

Despite this, elaboration of which actors should 
be involved in the formation of guidelines for AI 
systems is generally absent (Tallberg et al. 2023, 20; 
A. Blanchard, Thomas and Taddeo 2023, 13). It is 
rarely mentioned that principles designed to limit 
harm should not be an impediment to peaceful use 
or innovation of AI technologies (von Ingersleben-
Seip 2023, 289). Additionally, the overall idealistic 
tone within this norm category fails to address 
the inherent risk of conflicting interests, such 
as motives within the private sector and threats 
of rivals both within and between states. In the 
current climate of great-power competition, it 
is unlikely that the exchange of practices will be 
truly global or sufficiently deep to achieve the 
desired effects. In discussing different governance 
regimes, Matthijs Maas and José Jaime Villalobos 
(2023, 24) observe that rival governments are 
less willing to work together due to concerns 
over security and proliferation, impeding the 
willingness of technical experts to collaborate. 
While international standard-setting organizations 
have an important role in shaping the overall 
discussion and development of AI governance, 
many are not concerned with military-specific 
initiatives (Schmitt 2022, 311; von Ingersleben-Seip 
2023). Compared to civilian data-sharing accords, 
the exchange of information related to AI systems 
in the military domain would involve data that 
is confidential, with direct bearing on security 
(Trabucco and Maas 2023, 10). The additional 
security around AI systems is motivated, at least in 
part, by risks of poisoning or spoofing (ibid., 11). As 
such, it is more likely that exchanges of practices 
will splinter across blocs. In a way, this is already 
occurring: the establishment of the AI Partnership 
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for Defense in 2020; the AUKUS (Australia, 
United Kingdom and United States) security pact 
in 2022 wherein Pillar II focuses on emerging 
technologies including AI; and the collaboration 
between China and Russia on AI reflect adherence 
to the norm, but only in limited groups (ibid., 3). 
Meanwhile, in international fora such as the GGE 
on LAWS, Russia and the United States continue 
to oppose any measures aimed at controlling 
development (Bode et al., 2023, 6). Such smaller 
gatherings aimed at exchange of best practices are 
not sufficiently inclusive, with key actors being 
underrepresented (Stanley-Lockman 2021, 2).

Yet even within like-minded blocs, there may be 
issues related to exchanges of practices. Within 
NATO, sufficient steps need to be taken to ensure 
the interoperability of systems and infrastructures, 
which would “[require] adequate and potentially 
continuous data sharing” (Trabucco and Maas 
2023, 10). For sufficient assurances of safe and 
verifiable information sharing, “greater research 
and investment could help increase visibility into 
AI capabilities, development, and deployment, 
and thus make strong international agreements 
on AI viable” (Sastry et al. 2024, 42). Even within 
tighter-knit groupings such as the European 
Union, there has been a baseline “inconsistency 
between the European Commission’s position 
on excluding military AI from its emerging AI 
policy, and at the same time EU policy initiatives 
targeted at supporting military and defence 
elements of AI on the EU level,” raising questions 
as to the consistency of practices within the 
European Union itself (Lingevicius 2023, 18).  

Overall, this normative focus area is 
underdeveloped, which is reflected in its minimal 
inclusion across the initiatives. Additional 
clarifications for the types of practices that should 
or could be prioritized for exchanges include: “joint 
tests, trials, experimentation, training, exercises, 
and modelling and simulation [, and] using 
defence [science and technology] agreements to 
cooperate on shared [R&D] priorities [to] build good 
will for other forms of AI cooperation, including 
alignment with democratic values [and] technical, 
human, and procedural measures that foster 
policy and personnel…to [advance] interoperable 
AI adoption” (Stanley-Lockman 2021, 2). 

Conclusions and 
Recommendations
Many military applications of AI that were 
considered science fiction only a few years ago 
have started to materialize in today’s world. More 
are yet to come. Following this trend, governments 
have started to formulate norms to regulate the 
use of AI in the military domain. Thus far, they 
have been trailing AI developments rather than 
shaping them. A comprehensive agenda for the 
development of norms in this wider sphere lies 
beyond the scope of this paper. The following 
conclusions and recommendations are in place.

Norm development efforts face considerable 
challenges related to the breadth of AI as an all-
purpose technology, the diversity of actors involved 
in the AI life cycle and the variety of inputs involved 
in the creation of AI applications, the difficulty 
of ascertaining military use of AI, competitive 
dynamics associated with AI given its crucial role 
in perceived advantages in interstate competition, 
and the so-called AI power paradox, where the 
pace of AI development exceeds the rate of policy 
formulation and adoption. These challenges make 
it necessary to consider adoptability — based on 
the interests and values of key actors — verifiability 
and enforceability, in alignment with core 
principles as enshrined in international law, when 
discussing norms for AI in the military domain.     

Because of path dependency, future policies will 
be shaped by the decisions made in the present. 
The starting point for addressing the AI power 
paradox is to first clarify the overall values, 
and respective red lines, to maintain in general 
AI- related policies and then to proceed iteratively 
applying it to more specific use cases. It is crucial 
to start doing so now. Strategic competition in 
combination with epistemological uncertainty 
will inevitably put a strain on international efforts 
to find consensus. It also provides a push toward 
lowest-common-denominator agreements. 
However, this should not discourage normative 
efforts. Historically, laying the foundations first, 
for subsequent normative efforts to build on, has 
proven to be conducive to finding agreement later.

International norm discussions in this sphere are 
already taking place in a relatively crowded space. 
A variety of international initiatives have been 
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launched in recent years that inevitably overlap 
in themes and substance. Most of these initiatives 
still find themselves concerned with rather high-
level conceptual issues, eschewing technical 
detail and lacking concrete operationalization. 
It is therefore important to leave the conceptual 
plane and delve into technical and operational 
specifics. As the analysis in this paper shows, the 
good news is that there are plenty of opportunities 
for the further development of norms, taking 
into account adoptability, verifiability and 
enforceability. The detailed examination of 
normative focus areas presented in this paper 
offers specific levers for further normative 
development along these three dimensions, 
which include the following recommendations:

	→ Accordance with international law: focus 
on articulating and specifying which core 
international law principles and bodies are 
relevant to which uses of AI in the military 
domain.

	→ Responsibility and accountability: consider 
the entire AI life cycle and production-
proliferation-deployment-employment chain; 
clarify the onus of responsibility, including by 
clearly demarcating areas of responsibility and 
distinguishing between individual and state 
responsibility.

	→ Explainability and traceability: make 
sure technical details are part of political 
deliberations; address the “black box” by 
taking into account both hard- and software 
specifications as well as rules and procedures.

	→ Bias and harm mitigation: create standards 
and protocols defining the nature of responsible 
practices; target prevention efforts ex ante rather 
than only ex post.

	→ Reliability: create standards and protocols 
to assess how a system’s reliability can be 
evaluated; engage governments and industries to 
use these.

	→ Governability: identify where the locus of 
responsibility lies to intervene in what part 
of the chain and clarify how national and 
international governance initiatives relate to 
each other.

	→ Exchange of practices: promote information 
exchange through multi-stakeholder 
engagement; develop confidence-building 
measures; address conflicting incentives of 
private and public actors. 

Because norm development in this sphere is at 
its early stages, the sheer amount of attention 
and energy as well as the diversity of initiatives 
can be seen as an opportunity: it can help boost 
momentum for further norm development. 
Complementary efforts can amplify and inform 
each other. The assortment of initiatives can help 
spur development along before more detailed 
specifications of higher-level norms will land in 
specialized agreements and treaties. The role here is 
to complement and amplify. Together, initiatives can 
start to form an institutionalized regime of norms, 
rules and regulations guiding state behaviour. 

In the end, the multifaceted nature of AI requires 
a multipronged approach. As such, the priorities 
for an agenda for norms development in this 
sphere should focus on formulating norms that 
steer the development and use of AI in the military 
domain toward an optimal trade-off between 
maximizing benefits and minimizing risks while 
adhering to fundamental ethical principles.
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Annex 

Table A1: Summary of Evaluations of Normative Focus Areas

Normative 
Focus Area

Strengths Weaknesses Evaluation

Accordance with 
international law

	→ Intuitive starting point, which 
represents existing consensus 

	→ Foundation for other normative focus 
areas 

	→ Often open to interpretation, allowing 
for more actor buy-in

	→ Lack of specificity as to which 
treaties or principles are relevant 

	→ Lack of clarity as to what extent 
existing international law is 
sufficient

	→ Issues of interpretation of 
existing laws 

Adoptability: High

Verifiability: 
Low–medium

Enforceability: Low

Responsibility and 
accountability

	→ Reaffirms the relationship between 
responsibility and accountability 

	→ Fits within the human-centric 
international law framework 

	→ Recognizes that many actors are 
involved within the AI lifecycle

	→ Lack of clarity as to where the 
responsibility of one actor ends 
and another actor begins 

	→ Lack of clarity as to whether 
AI should be governed within 
a framework of individual and 
state responsibility 

	→ (Only) negative formulation may 
discourage actors from taking on 
responsibility 

Adoptability: High

Verifiability: Medium

Enforceability: Medium

Explainability 
and traceability

	→ Recognizes the importance of 
understanding for responsibility and 
trust 

	→ Focuses attention on improving AI 
systems overall 

	→ Lack of clarity on how to account 
for the “double black-box” issue 

	→ Impossible to avoid more 
technical questions in political 
discussions 

	→ Lack of specificity about how 
much additional education and 
reskilling is needed

Adoptability: Medium

Verifiability: Low 
(potentially high)

Enforceability: Low 
(potentially high)

Bias and harm 
mitigation

	→ Places safeguarding people at the core 
of all discussions 

	→ Clearly identifies and acknowledges 
certain types of harm and biases that 
pose a risk

	→ Too broad as a category for issues 
to be addressed comprehensively

	→ Focus on individuals rather than 
externalities

	→ Focus on response rather than 
prevention 

	→ Some types of biases and harm 
remain unaccounted for 

Adoptability: High

Verifiability: High 
(if bias or harm 
prevention has failed)

Enforceability: High 
(in accordance with 
international law)

Reliability 	→ Explicitly recognizes the need for 
people to maintain ultimate say over 
AI systems

	→ Outlines some responses to undesired 
outcomes of AI systems 

	→ Issues of subjective judgment 
(i.e., what is inappropriate 
behaviour?) 

	→ Lack of clarity as to how context 
and specific cases would be 
accounted for

Adoptability: High

Verifiability: Medium 
(at state level)

Enforceability: Medium 
(at state level)

Governability 	→ Meta-agreement justifying the 
existence of governance initiatives

	→ Foundation for further debate 

	→ Lack of clarity as to how national 
and international governance 
interact 

	→ Can be seen as an “empty” norm 

Adoptability: Low

Verifiability: Medium

Enforceability: Low

Exchange of 
practices

	→ Emphasizes value of innovation for AI 

	→ Proposes additional way of 
maintaining transparency 

	→ Difficult to adhere to in current 
geopolitical environment

Adoptability: Low

Verifiability: Medium

Enforceability: Low

Source: Authors.
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Table A2: Overview of Attention Dedicated to Normative Focus Areas 
in Governance Initiatives Reviewed

Normative 
Focus Area

REAIM Summit 
Call to Action

Political 
Declaration on 
Responsible 
Military Use 
of Artificial 
Intelligence 
and Autonomy

(Draft) UNGA 
Resolution 
on Lethal 
Autonomous 
Weapons

Communiqué 
of the Latin 
American and 
the Caribbean 
Conference 
of Social and 
Humanitarian 
Impact of 
Autonomous 
Weapons

CARICOM 
Declaration on 
Autonomous 
Weapons 
Systems

(Summary) 
NATO Artificial 
Intelligence 
Strategy

Normative 
Focus Area

Guiding 
Principles 
affirmed by the 
GGE on LAWS

(Draft) 
AUDA-NEPAD 
Artificial 
Intelligence 
Roadmap 
for Africa

OECD 
Recommendation 
of the Council 
on Artificial 
Intelligence

Bletchley 
Declaration

EU Artificial 
Intelligence Act

IEEE Position 
Statement on 
Ethical Aspects 
of Autonomous 
and Intelligent 
Systems

Charlevoix 
Common Vision 
for the Future 
of Artificial 
Intelligence

Accordance with 
international law 

Accordance with 
international law

Responsibility and 
accountability

Responsibility and 
accountability

Explainability 
and traceability

Explainability 
and traceability

Bias and harm 
mitigation

Bias and harm 
mitigation

Reliability Reliability

Governability Governability

Exchange of 
practices

Exchange of 
practices

Low Medium High No attention

Source: Authors.
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Table A2: Continued

Normative 
Focus Area

REAIM Summit 
Call to Action

Political 
Declaration on 
Responsible 
Military Use 
of Artificial 
Intelligence 
and Autonomy

(Draft) UNGA 
Resolution 
on Lethal 
Autonomous 
Weapons

Communiqué 
of the Latin 
American and 
the Caribbean 
Conference 
of Social and 
Humanitarian 
Impact of 
Autonomous 
Weapons

CARICOM 
Declaration on 
Autonomous 
Weapons 
Systems

(Summary) 
NATO Artificial 
Intelligence 
Strategy

Normative 
Focus Area

Guiding 
Principles 
affirmed by the 
GGE on LAWS

(Draft) 
AUDA-NEPAD 
Artificial 
Intelligence 
Roadmap 
for Africa

OECD 
Recommendation 
of the Council 
on Artificial 
Intelligence

Bletchley 
Declaration

EU Artificial 
Intelligence Act

IEEE Position 
Statement on 
Ethical Aspects 
of Autonomous 
and Intelligent 
Systems

Charlevoix 
Common Vision 
for the Future 
of Artificial 
Intelligence

Accordance with 
international law 

Accordance with 
international law

Responsibility and 
accountability

Responsibility and 
accountability

Explainability 
and traceability

Explainability 
and traceability

Bias and harm 
mitigation

Bias and harm 
mitigation

Reliability Reliability

Governability Governability

Exchange of 
practices

Exchange of 
practices
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